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The advances in malware attacks have taken place recently, and a robust security solution is required. Most traditional security approaches, including those proposed within the hybrid approach of malware detection, are no longer effective for detecting criminal cyber-attack strategies. In this paper, we introduced a novel approach to specifically detect malware that injected webcam protocols. The approach proposed a security model to address crypto-jacking as a threat to security in the blockchain. The current blockchain framework lacks the capacity for the identification of miners and nodes attacked by crypto-jacking malware. Hence, this approach is to ensure that all the nodes on the blockchain are secured, while also ensuring greater safety for the miners. The present approach requires that the identity of the miner is known, and what the miner’s crypto-jacking did, which constitute major blockchain issues. The proposed novel approach involves injecting an application into each node to detect if an unusual process is taking place when the actual miner does not have access to the system. Since the application inserted will detect the highest possible phase using the CPU will get the name of the process and give it to the cuckoo. This is the suggested solution can also extend a system to the cuckoo machine that can be used. Confusing the cryptojacker and the block can be stored in the cuckoo, but the outcome will not be returned to the miner jacking the unit. The Cuckoo is going to highlight the significant details that will shape the backbone of the blacklist, for example, the infected internet protocol and the blockchain address. When the miner's address is on the blockchain blacklist, the miner will not allow any transaction to be received. In this way, a good miner will be protected from crypto-jacking malware or any hacker. The proposed approach was tested against the threat actor and the normal user, and it demonstrated a robust methodology capable of detecting malware in a significant way.

Haissam Badih, Yasamin Alagrash (Department of Computer Science And Engineering Oakland University Rochester, Michigan 48309, USA.)

| 11-23   | **A Dynamic Graph-Based Systems Framework for Modeling, and Control of Cyber-Physical Systems Typified by Buildings** |

In this paper, we present a framework for modeling certain classes of cyber-physical systems using graph-theoretic thinking augmented by ideas from the field of behavioral systems theory. The cyber-physical systems we consider are typified by buildings. We show that the thermal processes associated with a building can be represented as a graph in which (1) the node variables (temperature and heat flows) are governed by a dynamic system and (2) interconnections between these nodes (walls, doors, windows) are also described by a dynamic system. In general, we call a collection of such nodes and interconnections a dynamic graph (dynamic consensus network). Motivated by building thermal example, we present a framework for dynamic graphs and dynamic consensus networks. This framework introduces the idea of dynamic degree, adjacency, incident, and Laplacian matrices in a way that naturally extends these concepts from the static case. From this, we can easily define equivalent concepts of the dynamic consensus networks. Then we show how a behavioral systems approach can be used to develop kernel relationships between all system variables in dynamic graphs as typified by building thermal models. We discuss how such relationships can be used to analyze these systems’ properties, focusing on controllability. The ideas developed for dynamic graph theory lead to developing a controllability analysis methodology for dynamic consensus networks in conjunction with the behavioral approach. We then developed the controllability conditions for the general dynamic networks, such as identical LTI nodes with dynamic edges or even in the more general case with heterogeneous nodes.

Fadel Lashhab (Department of Electrical Engineering and Computer Science, Howard University, Washington DC, USA), Musbah Abdulgaderz (Department of Engineering Technologies, Bowling Green State University, Bowling Green, OH, USA), and Omar A. Zargelin (Department of Electrical and Electronic Engineering, Al Zintan University, Al Zintan, Libya)

| 24-34   | **Distributed Constraint Optimization Problem Solving in Unstable Environments** |

Distributed systems are widely used to share tasks in various systems which communicate to each other. One main reason to use these systems is their ability to keep each system’s privacy and share only the required information. The success of these systems relies on robust communications among their nodes. Advances in network and communication technologies have led to a more robust quality solution for distributed problems as these systems heavily rely on network robustness and stability. Despite this progress, the communication problems such as delay, loss, and noise still exist in many environments that have dramatically affected the quality of distributed problem solutions. In some recent studies, these issues have been explored partially; however, the need to investigate these issues’ impact specifically when combined seems necessary. This article studies the effect of message loss while there is a chance of distortion in the receiving messages. To have a better view of communication issues, both static and dynamic problems are tested. Three distributed algorithms, Distributed Stochastic Algorithm (DSA), Distributed Breakout Algorithm (DBA), and Max-Gain Message algorithm (MGM), are chosen to be tested in these environments, and their performance has been compared to each other. Test results show that all three algorithms are highly impacted by network instability, while DSA provides better results in general.

Saeid SamadiDana (Department of Computer Science and IT Austin Peay State University Clarksville, TN, USA)
### Study of Behaviors of Multi-Source Rauch Filters

This paper presents a study of behaviors of high-order multi-source Rauch filters based on the characteristics of complex functions. The advantages of Rauch’s connections are an easier selection of circuit components and a simpler design in fully differential forms and complex topologies. A general superposition formula is also introduced for deriving the transfer functions of multi-source transmission networks such as fully differential amplifiers, fully differential low-pass filters, polyphase filters, complex filters, and quadrature signal generation circuits because the shapes of any motions and the characteristics of any transmission networks are analyzed based on superposition principle. The proposed Nichols chart of the self-loop function is used to do the ringing test for high-order Rauch low-pass filters because it can be easily calculated using MATLAB, simulated using SPICE, and measured in Network Analyzers. The innovation of Nichols chart of self-loop function is a useful tool for the ringing test for high-order networks. The simulation results of the phase margin at unity gain of the self-loop function in a proposed design of the 4th-order Rauch low-pass filter are 74 degrees (over-damping region), 68 degrees (critical damping region), and 59 degrees (under-damping region). The pass-band gain and the image rejection ratio of the proposed design of a 4th-order Rauch complex filter are 12 dB and 32 dB, respectively. It’s shown that complex functions play an important role in mathematical models of motion in the multi-source networks.

MinhTri Tran, Anna Kuwana, Haruo Kobayashi (Division of Electronics and Informatics, Gunma University, Kiryu 376-8515, Japan)

### Filter-based Denoising Methods for AWGN corrupted images

Visual information transfer in the form of digital images becomes a vast method of communication in the modern scenario, but the image obtained after transmission is many a times corrupted with noise. The received image requires some processing before it can be used. Image denoising includes the manipulation of the image data to produce a visually high-quality image. In this paper a review of some existing denoising algorithms, such as filtering approach; wavelet-based approach and their comparative study has been done. Different noise models including additive and multiplicative types are discussed. It includes Gaussian noise, salt and pepper noise, speckle noise and Brownian noise. Selection of the denoising algorithm is application dependent. Hence, it is necessary to have knowledge about the noise present in the image so that one can opt the appropriate denoising algorithm. The filtering approach seems to be a better choice when the image is corrupted with salt and pepper noise. Whereas, wavelet-based techniques are suited for more detailing. In this paper denoising techniques for AWGN corrupted image has been mainly focused.

Sumit Singh Parihar, Shailesh Khaparkar (Department of Electronics & Communication Engineering, Gyan Ganga Institute of Technology & Sciences, Jabalpur)
Crypto-jacking Threat Detection Based on Blockchain Framework and Deception Techniques
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Abstract—The advances in malware attacks have taken place recently, and a robust security solution is required. Most traditional security approaches, including those proposed within the hybrid approach of malware detection, are no longer effective for detecting criminal cyber-attack strategies. In this paper, we introduced a novel approach to specifically detect malware that injected webcam protocols. The approach proposed a security model to address crypto-jacking as a threat to security in the blockchain.

The current blockchain framework lacks the capacity for the identification of miners and nodes attacked by crypto-jacking malware. Hence, this approach is to ensure that all the nodes on the blockchain are secured, while also ensuring greater safety for the miners. The present approach requires that the identity of the miner is known, and what the miner’s crypto-jacking did, which constitute major blockchain issues. The proposed novel approach involves injecting an application into each node to detect if an unusual process is taking place when the actual miner does not have access to the system. Since the application inserted will detect the highest possible phase using the CPU will get the name of the process and give it to the cuckoo. This is the suggested solution can also extend a system to the cuckoo machine that can be used. Confusing the cryptojacker and the block can be stored in the cuckoo, but the outcome will not be returned to the miner jacking the unit. The Cuckoo is going to highlight the significant details that will shape the backbone of the blacklist, for example, the infected internet protocol and the blockchain address.

When the miner’s address is on the blockchain blacklist, the miner will not allow any transaction to be received. In this way, a good miner will be protected from crypto-jacking malware or any hacker. The proposed approach was tested against the threat actor and the normal user, and it demonstrated a robust or any hacker. The proposed approach was tested against the threat actor and the normal user, and it demonstrated a robust model to address crypto-jacking as a threat to security in the blockchain.

I. INTRODUCTION

The intellectual sphere of malware was designed to adapt to the system dynamics that they are compromising. Threat actors who developed malware variants are constantly improving their techniques and innovations to weaken the cyber defense capabilities of their targets. It is therefore important for the cyber-security community to constantly track the activities of new malware strains and find ways to mitigate their effects. Real-time anti-malware strategies must balance the introspection thoroughness with the need to avoid slowing down the performance of the endpoint. Attackers design malware to work in the blind spots that occur as a result of such compromises. However, the malware we possess causes an enormous problem in the attacked system which provides a hint to the user.

Contribution: Since we are using the blockchain framework where all the data are safe and protected, we face a problem where the node can be infected with malware. This malware attack can be a crypto-jacking and can capture the data to hash a transaction in a different user machine or node to compromise the machine’s data and I/O devices. Therefore we need to protect the blockchain network nodes from any intruder who can use any network without the owner’s permission.

In this paper, we make a threefold contribution:

- We used the Cuckoo sandbox tool which is emphasized the user’s behaviors and redirect malware to particular operations within a consistent set of I/O cuckoo units. In the sense of protection of the cuckoo Protocol, we set up a case study of the cuckoo consumer’s behavior. Along with the cuckoo Procedures, Cuckoo I/O System Party Protective Devices Approach as a whole to allow malware to hit a cuckoo sandbox machine for immediate identification.
- An expansion of our work basis on the previous work by detection. The malware and directing it to a cuckoo driver capture specific data, such as the IP address and the mining information. We used a filter driver to redirect to the cuckoo driver, designed for sensing when network traffic is a lull. When this happens, it turns any incoming traffic to the cuckoo driver and away from the network interface card [18].
- The operating system kernel the driver for sending and receiving network packets directly to the network interface board’s hardware controller. There is a whole stack of drivers that perform various aspects of network traffic transmission and receipt. The filter driver is automatically placed on top of the Miniport driver automatically, therefore, below the rest of the driver stack. All traffic moving in either direction between the Miniport driver and the rest of the driver stack can be seen and handled by the filter operator [22].
- Novelty: Crypto-jacking poses a threat to blockchain security. The blockchain framework lacks the identification of the miners and nodes that crypto-jacking malware has
attacked. We need to make all the nodes in the blockchain safe and make all miners safer. Most importantly, we needed to know who the miner was and blocking the crypto-jacking caused to the miner. This is a significant blockchain problem. Our novel idea is to inject an application into each node that will detect if an odd process occurs while the actual miner has not accessed the network.

The inserted application finds the unusual behaviors which define the block header parameters that the crypto-jacking and the IP address need to produce. We can submit the method to the cuckoo device that can deceive the crypto-jacking, and the block can be stored in the cuckoo that will not return the result to the miner jacking the system. (Therefore), the cuckoo can give the information to the attacked system; the attacked system will publish it in the blacklist and list the IP in it so that when a transaction is needed to be tacked by a miner.

The blockchain will check the list to verify if the miner’s IP address is on the list. When the miner’s IP resides on the blockchain blacklist, they will not allow any transaction to be picked. In this way, through crypto-jacking, the victorious miner can be defended from any hacker. The search will be open to all nodes in the peer-to-peer network in a smart contract [10].

Novelty: We use a filter driver designed for sensing to redirect to the cuckoo driver. When the traffic on the network is minimal; if this occurs, it redirects all incoming traffic to the cuckoo driver and away from the network interface card [1]. The OS kernel has a cuckoo driver to send and receive network packets directly to the network interface board’s hardware controller. There is a whole stack of drivers conducting different aspects of the transmission and reception of network traffic. The filter driver is located automatically at the top of the cuckoo driver and, therefore, below the driver stack. The user of the filter can be seen and treated.

We developed an approach by adding method to cuckoo in a virtual machine (VM) on a device that can trick a crypto-jacking, and a block can be stored in a cuckoo VM that would not return the result to a miner jacking the machine. As a result, the cuckoo will send the details to the attacked system. Then the attacked one can publish it in the blacklist and list the blockchain’s IP address so that every transaction needs to be tapped by the miner; the blockchain will check the list if the miner’s IP and blockchain address are on the list. When the miner/node IP is on the blockchain blacklist, the node or miner will not allow any transaction to be selected. This way, by crypto-jacking, the victorious miner defends against any hacker. The search will be made open to all the nodes on the peer-to-peer network under a smart contract [10].

Organization. The remaining components of this paper are organized as follows: A related work was discussed in section III. In section IV we discuss the Blockchain and smart contracts. In section V we discussed the Cuckoo Process and cyber-deception. In section VI, we discussed Protecting Blockchain nodes from Crypto-jacking. In section VII we discuss the Novel Malware Detection Protocol. In section VIII we discussed Testing and Validation. In section X, we summarized our work and concluded this paper.

II. HASH FUNCTION, BLOCKCHAIN ADDRESS IN PROOF-OF-WORK

A digital transaction comprises a set of key pairs, each with a private key and a public key. The private key (k) is an arbitrary number. We use the private key to create a public key with elliptical curve multiplication, a one-way cryptographic feature (K). The public key (K) is used to generate the bitcoin address using a one-way cryptographical hash function (A). The elliptic curve is used to measure the public key from the private key, which is irreversible:

\[ K = k \times G(1) \]

where k is a private key, G is a constant point called the generator point, and K the corresponding public pin code is.

The reverse procedure, known as the “finding of the discrete logarithm” - k calculating if you know K - is as tricky as any possible K values - i.e., the brute force search - can be checked. Blockchain uses a particular elliptical curve and a set of mathematical constants, specified by the National Institute of Norms and Technology Standards, SectP256k1 (NIST). The curve secp256k1 is set according to the function generating an elliptical curve:

\[ y^2 \mod p = (x^3 + 7) \mod p \]

The mod p (modulo prime number p) indicates that this curve is over a finite field of prime order p.

We presented with a mathematical description of the hash function used in blockchain works. The proof-of-work is a mathematical problem, the purpose of which is to create a link between two blocks. This link will be made within the header of the second block. Someone who is trying to work out a proof-of-work is called a miner. Let’s consider two blocks, Bprev and B, and a number called bits and b. b estimates how difficult the proof-of-work is from b, and the target number can be directly computed. This target is a 64-digit hexadecimal number with multiple 0 for its left-digits, e.g.: (000000000000000021047879c065745de75af6ded473556dced2bcedd4qa71).

Assuming that the hash of the previous block is known, H(Bprev); we’ll see how to define the hash soon after. It’s a block. Solving the proof-of-work for block B, Known as mining block B, this amounts to finding a number, It was called the “nonce” such as:

\[ H(H(Bprev) \oplus b \oplus timestamp(t) \oplus RH(B) \oplus nonce) \leq target \]

Where: \( \oplus \) denotes an operation of concatenation; Timestamp(t) is the current time up to seconds. Since the block hash is recursively defined following the above procedure (we assumed that H(Bprev) was already known), we need an initialization: if B is the first block, there is no previous block, so H(Bprev) is a mere convention.
III. RELATED WORKS

As one of the most disruptive digital innovations in recent years, Cryptocurrency and the blockchain technology that drives it has been attracting a lot of interest. Blockchain technology offers tremendous potential for more transparent, accountable, and efficient means of storing government data and managing transactions. However, before the system can be scaled, there exist many challenges to overcome. Legal frameworks require reform to control digital currency markets and harness blockchain technology’s full potential.

By integrating cuckoo processes, our work addresses blockchain challenges. The cuckoo will be used here as a trusted method to classify the invader. Many works have been suggested in many applications to leverage blockchain technology [14].

Koteska et al. To understand the contribution of the current research on the quality of the implementation of Blockchain, we examined the current quality issues in the implementation of Blockchain and identified the quality attributes of blockchain. Despite that, this topic is still immature. The results indicated that in terms of scalability, latency, throughput, cost-efficiency, authentication, privacy, and security, etc., the blockchain implementation needs to be improved [17]. Our job is special in that it provides a new tool and integration to block any invader using malware residing on a computer and was intended for attackers to access it.

This report explores many paths for future studies to foster comprehensive blockchain work that answers meaningful questions. It shows where research can benefit from multidisciplinary collaborations given the wide range of open-ended questions, and presents data sources as starting points for empirical research [3]. In the past, these consideration were ignored, but in our research, we identify the problem and establish the solution for the blockchain.

Vitalik Buterin, Ethereum’s founder, a network that aims to go beyond Bitcoin to create a decentralized business blockchain, came up with a different approach. The author maintained that privately managed technology could be quicker, less costly, and better designed to enable faster interventions when repairs are needed. Nevertheless, it must be added that he acknowledged such decentralized technology management will limit access rights [4]. In our work, we set out to solve the malware issues aimed at protecting miners and users.

Hong et al. provides the first systematic study of the size and effect of crypto-jacking attacks. To support the automatic detection of malicious behaviors, They built CMTracker, which outperforms state-of-the-art detectors with two behavior-based runtime profilers. They’ve gathered 2,770 malicious samples from 853,936 popular web pages, and there subset testing manual shows that they are all true positives [19]. This paper only did studies but we did identify the problem and we introduce a solution with a real prove through our application.

Marchetto, Victor. examines crypto-jacking malware samples using both static and dynamic methods and address their potential impact on services running on enterprise servers and operating systems, including critical infrastructure industries. The paper also lays out methods for how to identify and protect against these threats [20]. This work examines the impact of crypto-jacking and shows the impact in these industries. We show the problem and offer a solution supported by an application to do the work.

IV. BLOCKCHAIN MINING AND CONSENSUS

Digital cash was designed long before the emergence of the blockchain. In a central server system that was trusted to remove duplicate Expenditure [5]. Despite significant cryptographic advances, the lack of continuity between centralisation, anonymity and the prevention of double spending inevitably brings into question the viability of this new type of currency.

In 2008, Bitcoin gained recognition on the global marketplace by replacing the signature of the central server with a consensus system based on work evidence [6]. The novelty and enhancement of Chaum’s conceptual experiment is the decentralized nature of the payment system created by blockchain technology, leading to a new age that stretches beyond global payments to corporate governance, social institutions, democratic participation and the functioning of capital markets [7].

Bitcoin was the first increase in cryptocurrencies, built based on blockchain’s revolutionary technology, which previously lacked a decentralized ledger. The Bitcoin blockchain does not permit conditions to be imposed in a new block for finishing a transaction, as it includes only knowledge about the process itself. Nonetheless, the emergence of technology was the reason why smart contracts were created. Later on, the Ethereum blockchain platform allowed smart contracts to be used in operation.

There is no centralized authority for the blockchain network, as it is the real key to a decentralized system. The information in it is open to anyone to see because it is a transparent and permanent ledger. Therefore, by its very definition, everything on the blockchain is about transparency and everyone involved is responsible for their actions [15]. The blockchain has no transaction costs and is a simple but intelligent way of automatically and securely passing information from one system to the other.

The mechanism is initiated by one party to a block transac- tion. This one,Thousands are testing blocks, maybe millions of computers scattered around. It’s the net. The verified block is connected to the chain and stored over the net. It’s only making a single record, but also a single record with a specific past. Falsifying a single record would mean, in millions of cases, forging a record, the whole chain.

Blockchain technology guarantees that the dual-spending problem is addressed. The help of public-key cryptography gives each agent a private key (Maintained as a password) and a public key, exchanged with all other officers. When the future owner of the coin (or digital tokens) sends a public key to the coin. The original owner, the transaction is started. The
needs to be able to monitor access to a bank records [9].

In order to preserve customer protection, the bank malicious entry. Take for example, a database of bank client user space processes and potentially leak information to users via a Skype call. It is worth noting that this concept is not completely fresh, as it had been described. It’s the word pit. It's the word pit. A pit, a cuckoo piece of data that only exists to signify a completely fresh, as it had been described. It's the word pit.

Nick Szabo introduced this idea in 1994 and established a smart contract "a computerized transaction protocol is executing contract terms" [11]. Smart Contracts are scripts that are stored on the blockchain within the blockchain. History. For relational database management systems, they can be considered Slowly similar to the stored procedures [12]. They’ve got a particular address as They’re living on the chain. When debating a deal, we are building a smart contract.

It then runs independently and automatically on each node in the network. According to the data involved in the transaction’s triggering, in the stated case, the way. Smart contracts allow us to have calculations for general purposes. It was on the chain. However, when it comes to handling data-driven interactions [12] between network entities, this is where they excel.

Furthermore, when they are tasked with managing data-driven interactions [13] between network entities, they also excel. Imagine a blockchain network including Alice, Bob, and Carol, and exchange of Type X and Y digital assets. Bob deploys a smart network contract that defines: (a) a "deposit" function that allows him to deposit X amount into the contract, (b) a "trade" function that returns 1 X amount (from the contract’s deposits) for each 5 Y amount he earns, and (c) a "withdrawal" function that allows Bob to withdraw all the assets held by the contract, as shown in Figure 1. We are looking at creating a smart contract in our work which can create a black list and add the IP address to the black list. When the IP address adds to the list, in the smart contract, we can create a logic to search and compare every IP in the black list. If the IP was found in the list, we can exclude any transaction from the node type and add the transaction to a block and avoid creating and transmitting any block into the ledger and adding it to the blockchain.

V. CUCKOO PROCESS AND CYBER-DECEPTION

We suggest threatening actors who can deliberately monitor user space processes and potentially leak information to users via a Skype call. It is worth noting that this concept is not completely fresh, as it had been described. It’s the word pit. A pit, a cuckoo piece of data that only exists to signify a malicious entry. Take for example, a database of bank client information. In order to preserve customer protection, the bank needs to be able to monitor access to a bank records [9].

In the field of network security, the notion of cuckoo systems is not new. Cuckoo Sandbox began as a Google Summer Code project in the Honeynet project in 2010. It was initially designed and built by Claudio "nex" Guarnieri, who is still the leading developer and lead developer [21]. The first beta update was released in Feb after initial work during the summer of 2010.

In one of the works, they present a TPM application protocol that detects a particular person in the middle attack where the adversary captures and replaces a legitimate computing platform with an imposter that forwards the challenge of platform authentication to the captive via a high-speed data link. This revised Cuckoo attack allows the imposter to satisfy the user’s query of platform integrity by tricking the user into disclosing sensitive information to the imposter. Their protocol uses a typical smart card to verify the boot platform’s integrity through TPM quote requests and verify TPM proximity by measuring TPM tick-stamp times required to respond to quotes [22].

Because we’re operating in blockchain, we know the data is well-secure in the context of the blockchain. In any way, however, the blockchain may be Attacked by crypto-jacking malware that used to be restricted to download cryptocurrency program that is secretly mining unknowingly. When the machine is running, we can use the filter driver if we don’t have access to our user. The filter driver supposes the machine was not in operation during times when it was not in use. Action coming from the desktop machine and designed to give a signal to the cuckoo machine that was going to start the operation. Therefore, we can redirect the crypto-jacking to the cuckoo system, deceive the malware actor, and quarantine the mining process in the cuckoo sandbox method.

VI. PROTECTING BLOCKCHAIN NODES FROM CRYPTO-JACKING

We describe the methodology of our work in this section. The logical approach and methods will be discussed. Crypt-
tocurrency, like Bitcoin, makes people rich and opens up something new that can use computers, resources, and power to help acquire money. Cryptocurrency is a former digital currency that exists only digitally instead of having printed, paper money. Units of money are made through a process called mining which uses the computer processing power to perform a complex calculation.

What happens in this mathematical calculation is complicated and it ensures that transactions between people using the cryptocurrency are documented safely and the accurate record of the ordering in which the transaction was carried out is identified and double expenditure is prevented. The user who completes this calculation will receive a reward of a small amount of the cryptocurrency, and this is how money is received. However, when used for malicious purposes, it is illegal to accept, but the cryptocurrency itself is legal. Since cryptocurrency undertakes complex calculations, it will harness the computer’s power and network; it is very beneficial, however, from the miner’s side, it is very expensive.

Therefore, crypto-jacking happens because the intruder wants to use someone else’s machine and energy to generate better income. Therefore, they use the malware to measure the hash signature on another device, get the result to their computer, and transmit the new block to blockchain cryptocurrency. Next, they receive compensation from the blockchain cryptocurrency without using their electricity, resulting in less money to pay with more profit to gain. The crypto-jacking in the blockchain is a security threat. We need to make all the nodes in the blockchain safe in this matter and also make all miners safer. What we need to learn is who the miner is and what block the crypto-jacking miner has made.

Thus, this a big issue in the blockchain. Our novel idea is to inject an application into each node that will detect if an odd process is occurring while the actual miner has not accessed the system. The inserted application finds the unusual behavior that can define the block header parameters that the crypto-jacking and the IP address need to produce. Then, we can submit the method to the cuckoo device which will deceive the crypto-jacker and the block can be stored in the cuckoo that will not return the result to the miner jacking the system.

Therefore the cuckoo sandbox will give the information to the attacked system, the attacked system will publish it in the blacklist, and the IP address and the blockchain address will be entered in this list. Therefore, any transaction that will have to be tackled by a miner the blockchain will search the list to verify if the miner’s IP address is contained therein. If miner’s IP exists in the blockchain list, no transaction will be chosen by the miner. It is in this way that the crypto-jacking protects the good miner from any hacker. This will be done using a smart contract. See Figure 2 and the displayed device consumer application in Figure 3.

**Building user activity cuckoo sandbox.** In this case, cuckoo dodger closely watches to determine the system’s IP addresses with which the compromised computer interacts over the network. Instrumentation of the network interface alone cannot make it appear as if the compromised system interacts with cuckoo sandbox. We need a mechanism in the user space, like all the network applications, to send synthetic network traffic through the driver stack, although it cannot be regarded as a real operation. This is mainly due to the high overhead of real processes, and also due to the visual appearance on the display of a real process, which definitely confuses the user and can also result in action on its graphical user interface.

In their previous work, they explored cuckoo processes [18]. We extend the principle of cuckoo process in this research to produce observable, cuckoo sandbox user activity that sends the synthetic network traffic through the driver stack, although it cannot be regarded as a real operation. This is mainly due to the high overhead of real processes, and also due to the visual appearance on the display of a real process, which definitely confuses the user and can also result in action on its graphical user interface.

![Secure user in secure system](image1.jpg)

**Fig. 2. Secure user in secure system**

![System User](image2.jpg)

**Fig. 3. System User**
used by the OS kernel to handle processes and threads, they make a cuckoo process noticeable. Consequently, in their performance, the task manager method, the task-list command, and the ps command all showed an entry for the cuckoo operation.

A cuckoo process’ run-time performance dynamics are generated by instrumenting with the output counter data structures in the OS kernel. A performance data provider in the OS kernel collects these data structures, which in turn makes performance counter-data available in user space to users, including potential malware. Such performance counter-data relates to multiple components, including the cuckoo sandbox mechanism, network interface and diagnostics of TCP/IP performance.

**Integration with the interface of the network.** The binary instrumentation module generates a placeholder that is allocated a set of virtual memory addresses to the cuckoo method. The cuckoo process usually does not run and therefore does not use CPUs, physical memory frames, secondary storage, networking, and other resources. The binary instrumentation module places synthetic network packets and a small block of code in the memory of the cuckoo process when the filter driver finds a time window with low or missing network activity and decides to switch to the cuckoo network interface. This can work in TCPREPLAY method [9]

Because the synthetic network packets are already presented in the memory, they are simply sent over the network by the code block. Since it is the currently active cuckoo network interface, the synthetic network packets reach the cuckoo I/O module, which generates replies and sends them back through the driver stack to the cuckoo process. Responses are network packets that also tend to originate in sandbox. The cuckoo process stops at this stage and gives its physical memory frames back to its state of 0-resource usage. The physical network interface is reinstalled by the filter driver.

**Impact of the outcome.** A network sniffer reveals a two-way communication on the compromised computer between a device and honeypots. These honeypots seem to be active in the network. Once again, they are indistinguishable from the production equipment. To prevent legitimate users from seeing fake network traffic in their network sniffing devices, we rely on a monitor filter driver that eliminates all cuckoo data bound for the monitor before showing those data [16]. As seen in Figure 4.

Most information can be collected by the network emulator. Additionally, some of the details that the emulator requires is the invader’s IP address to pass to the output of the process control system. This information is required to identify the invader and to be able to publish the IP address for protection so that all nodes are aware of the illegal work done by the bad node or miner, as shown in Figure 4.

**Smart contract process for blacklist.** This method tests system performance after obtaining the emulator’s IP address and blockchain address that invades the crypto-jacking program. The output of the process control system would submit the required data to a blacklist of smart contracts. This smart contract will get the address of the blockchain and the IP address and add it to the blacklist. This blacklist functions to verify if any node or miner has performed illegal activities, such as using the crypto-jacking and attempting to mine in another network or system. This is because they rely on other schemes to use the resources to reduce costs and make the profit illegal. If this information is saved in the blacklist, it will be forbidden if they need to get any blockchain transactions to block it and post the block to the blockchain. This way, if we have achieved security of good miners and nodes, we won’t be allowed to do that, as seen in Figure 5.

**What is a smart contract?** Smart contracts are computer programs that only operate upon the fulfillment of specific conditions. Simply put, it’s a protocol that implements a contract’s terms. Like a conventional contract, the conditions and penalties around an arrangement are specified by a smart contract. Unlike traditional contracts, such obligations are executed automatically by a smart contract, often through an
escrow-like account. Also, unlike a conventional contract, they cannot be changed once the terms of a smart contract have been documented on the blockchain.

Creating Smart Contracts. The Ethereum Virtual Machine (EVM) offers a decentralized virtual machine for developers to create multiple smart contract applications in Ethereum. Thought of the EVM as a machine that runs all smart contracts globally. Because of this smart contract, our goal will be to use it to define the blacklist in our research and make it available for blockchain transactions to mine a block and publish the block in the blockchain. And the aim of this contract is to make it accessible to all nodes and miners as a protocol in the blockchain as a decentralized application as can be seen in Figure 6.

![Smart Contract in Blockchain](image)

**Algorithm 1:** How to Get the miner invader

**Input:** Performance and get if system in use  
**Result:** Performance and System in use  

```
// This is code in the algorithm 1 will show how the process will get the performance, and base on the performance and the if system in use we can identify whether the system can reach the control access in the kernel of direct the execution for mining to the cuckoo sandbox emulator.
while while performance value >90percent do  
  if performance value >90percent And System in use then  
    System permitted to control access;  
  else  
    System goes to cuckoo;  
end
```

**Algorithm 2:** How to add Address of a miner invader into blacklist

**Result:** Cuckoo capture miner invader  
**Input:** IP and blockchain address.

```
// This code is intended to contain the invader mechanism in cuckoo, capture IP and blockchain address if the correct IP invader allows us to obtain both addresses and transfer them to a smart contract and then add them to a blacklist
while while Address Invader not null do  
  Address received by Agent Process check performance;  
  Send address to Smart Contract;  
  Smart Contract Add Address to blacklist;  
  Exit;  
end
```

VII. NOVEL MALWARE DETECTION PROTOCOL

Before we test our model and recognize any possibility of malware attack we consider this model. As the user working on the computer doing Skype meetings or conferences, we started to test our model in line with what is depicted in Figure 7. Who going to discover the crypto-jacking in web browser? In the point we have two scenarios of solutions.

- Base on our previous work second order detection we have cuckoo I/O assuming bob operate cuckoo I/O, which means is going to discover the crypto-jacking through cuckoo I/O.
- Our scenario Bob doing Skype call using microphone and webcam also cuckoo is activated for every signal of request send from Bob machine.

This work is a continuous to our previous work second order detection. In this paper we do deep investigation based on Cuckoo Security Protocol. We develop an approach as another support for cuckoo based on most common usage scenario like transfer money using blockchain over Skype. Our solution based on the following as shown in Figure 7, we applied our solution to the blockchain technique to check malware possibility in the system. Since we want the system to be secured and we don’t want to overload the user’s computer, we turn the cuckoo system on and redirect the malware to it. More specifically we trace our model from user request. The request will be through the application called CpuProcessUsage. What this application does is that it will capture every process running in the system with CPU usage percentage. This will then add all the processes name and usage into the dictionary object list with typed string and float as showing in Figure 8. Also we can capture all the URLs from the user infected and transfers them to cuckoo.

![Malware Scenario](image)

VIII. TESTING AND VALIDATION

Based on the sequence of our work we introduced Blockchain’s trust-based smart contracts to access a webcam in a network that provides better performance and robust
system security most safely with less overhead. Our prototype provides more secure webcam sessions that are used in Windows Operating System user and kernel mode. The kernel-mode controllable strategy has been developed to record any video based on the user’s role that will be authorized by smart contracts. Our Blockchain solution allows the Windows operating system kernel to access the Webcam.

In the second approach, we proposed that cuckoo userspace activity, together with a case study, namely a cuckoo security protocol, involves malware in a series of interactions that lead them to access a cuckoo I/O device, i.e. a cuckoo webcam in this case. In practical terms, cuckoo user space activities are carried out by a coherent set of cuckoo I/O devices and cuckoo processes. This work makes cuckoo user space activity and cuckoo’s I/O indistinguishable from their actual counterparts and thus increases the uncertainty of malware operations on a compromised machine to benefit from their detection.

In the current approach, this paper set out to secure blockchain (SBC) in two fundamental major steps:

- The webcam protects the user through the SBC by using the blockchain framework.
- The cuckoo process deceive the invader to cuckoo by using the second order webcam.

As shown in Figure 7, we applied our solution to the blockchain technique to check malware possibility in the system. Since we want the system to be secured and we don’t want to overload the user’s computer, we turn the cuckoo system on and redirect the malware to it. More specifically we trace our model from user request. The request will be through the application called CpuProcessUsage. What this application does is that it will capture every process running in the system with CPU usage percentage. This will then add all the processes name and usage into the dictionary object list with typed string and float as shown in Figure 8.

![Fig. 8. Cpu Process Usage.](image)

Figure 9 shows the analysis of the event process, in the CPU. After that, we add them to a list base on the performance counter object. The value will be calculated over the base line of the number of the logical CPU’s multiply by 100, so this is going to be a calculated over the baseline of more than 100 as seen in Figure 10.

When we get the counter list for performance processes we get the list in descending order and this order will help us to simply get the highest process with CPU usage and get selected as shown in Figure 11 and the result for the process showing the selected process with high CPU is depicted in Figure 12. When the process name is selected we can kill it after capturing the URLs list from the browser and redirecting the list of URLs to cuckoo is depict in Figure 12. The cuckoo will execute the URLs until it captures the infected website. We can run the infected website from cuckoo and deceive the malware and capture it through the static analysis tools. We can get the most important data which are the IP and the blockchain addresses because the malware we are targeting is the crypto-jacking, which is a malware that will run as a mining process to do mining with high calculation process which can exhaust the CPU. Because of that, we redirect the process to cuckoo and we can capture the IP and the blockchain addresses.

![Fig. 10. CPU Processes Usage in the system.](image)

![Fig. 11. CPU Process Usage to transfer process to cuckoo.](image)

![Fig. 9. CPU Usage and analysis.](image)
Since we have identified the malware process as shown in Figure 12, we can connect to cuckoo. To connect to a Windows cuckoo, we can use A ConnectionOptions to connect to a remote computer with default connection options. For protection, we can use the credential bypassing the IP address username and password, with these parameters we can make remote connections for WMI v1 through the ManagementScope object as showing in figure 11, and then we can run the process from the invoking method in the cuckoo framework. Then cuckoo will do read the list of websites and get the infected website caused the crypto-jacking, through this can get the IP address from the mechanism by using Wireshark or another method that can collect network traffic or static analysis tools.

Wireshark is a free and open-source package analyzer. It is used for network troubleshooting, research, software and communication protocol creation, and education. So we can get the IP address via Wireshark, because the crypto-jacking would allow heavy contact from the IP network to another IP, which is the IP invader because we recognize the IP of our system that we can catch with which we communicate.

Since cuckoo possesses both addresses including the IP and the blockchain, therefore, we want to send the information to the invaded system. The reason is that we want to insert the information into the blacklist. The blacklist will generate through a smart contract and this smart contract is code written in solidity language which can reside in remix Ethereum. Within the Ethereum, a network of thousands of computer processes is used every time a program is used. Contracts written within smart contract-specific programming languages are compiled into bytecodes that can be interpreted and executed by the ethereum virtual machine (EVM) feature. Therefore, we created a smart contract to be inserted in the invader’s addresses into the blacklist as depicted in Figure 13.

Now that we have all the applications existing, we create a JavaScript program through which we will be able to access the smart contract and add the bad miner addresses into the blacklist. To be able to do that we use the plugin for blockchain. Since we are using ethereum blockchain we use Web3.js plugin which is a series of libraries that allow you to communicate with a local or remote ethereum node through an HTTP or IPC connection. The JavaScript web3 library communicates with the Ethereum blockchain as depicted in Figure 14.

**IX. Performance Evaluation**

We perform a The maximum deviation (D) in the cumulative is measured by the KS test of crypto-jacking scripts to analyze the performance and complexity of their code. Static analysis reveals standard code-specific features that provide a more in-depth insight into information flow to code execution. For static analysis, we collected crypto-jacking scripts from all major crypto-jacking service providers found in our datasets, such as Coinhive, JSEcoin, Crypto-Loot, Hashing, and Deep-Miner. We noted that all service providers had unique codes specific to their platform. In other words, the websites using Coinhive’s services had the same JavaScript code template for all of them. As a result, 80 percent of our dataset websites used the same JavaScript template for crypto-jacking. Similarly, all JSEcoin-based websites used the same standard template for mining. However, each service provider’s code template was different from each other, which led us to believe that each script had unique static features. With all this in mind, we have been performing a static analysis on the crypto-jacking;
the websites and the results were compared with other standard JavaScript for a baseline comparison.

Fig. 15. The maximum deviation (D) in the cumulative is measured by the KS test.

X. Conclusion

This paper demonstrates a cyber-deception insight into the blockchain framework to identify the finger prints of the threat actor activities. Our approach keeps webcam protocol safer and more robust in the blockchain technology. The central component of our approach entailed a novel idea which is to inject into each node an application that can detect if an unusual process is going on while the actual miner does not have access to the system. Since the inserted application detects an unusual behavior that can determine the parameters of the block header that the crypto-jacking needs to create.

We can apply the method to the cuckoo device that can circumvent the crypto-jacking and the block can be stored in the cuckoo that does not return the result to the miner who is jacking the system. The cuckoo will highlight the significant information which is going to be a backbone for the blacklist such as the infected internet protocol and the blockchain address. This information is conveyed to the invaded node. Therefore, the invaded node will get important information and insert them into a blacklist.

Also, any transaction that needs to be tackled by a miner or node the blockchain will check the blacklist through the significant data such as IP and blockchain addresses of the miner is on the list. When node IP and blockchain addresses reside in the blockchain blacklist, the miner will not allow for any transaction to be picked. The solution that we have identified therefore assists in our understanding how to defend the successful miner from any crypto-jacking or hacker. The search will be open to being implemented in all nodes in the peer-to-peer network in a smart contract.

One type of webcam malware is clickjacking, which manipulates the website rendering making it invisible. We are entirely sure that we have resolved the malware as well.
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Abstract—In this paper, we present a framework for modeling certain classes of cyber-physical systems using graph-theoretic thinking augmented by ideas from the field of behavioral systems theory. The cyber-physical systems we consider are typified by buildings. We show that the thermal processes associated with a building can be represented as a graph in which (1) the node variables (temperature and heat flows) are governed by a dynamic system and (2) interconnections between these nodes (walls, doors, windows) are also described by a dynamic system. In general, we call a collection of such nodes and interconnections a dynamic graph (dynamic consensus network). Motivated by building thermal example, we present a framework for dynamic graphs and dynamic consensus networks. This framework introduces the idea of dynamic degree, adjacency, incident, and Laplacian matrices in a way that naturally extends these concepts from the static case. From this, we can easily define equivalent concepts of the dynamic consensus networks. Then we show how a behavioral systems approach can be used to develop kernel relationships between all system variables in dynamic graphs as typified by building thermal models. We discuss how such relationships can be used to analyze these systems' properties, focusing on controllability. The ideas developed for dynamic graph theory lead to developing a controllability analysis methodology for dynamic consensus networks in conjunction with the behavioral approach. We then developed the controllability conditions for the general dynamic networks, such as identical LTI nodes with dynamic edges or even in the more general case with heterogeneous nodes.
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I. INTRODUCTION

In this paper, we present a vision for the analysis and design of a class of cyber-physical systems using graph-theoretic ideas and introducing the perspective of behavioral systems theory. We are motivated by the energy-efficient control of buildings.

Our fundamental view of a building is of overlapping, interacting networks, as shown in Fig. 1. In this diagram, we depict the dominant phenomenon that contributes to the energy use of a building as networks (or graphs). The networks are made up of nodes that each represent a distinct subsystem. For example, in the thermal or human networks, the nodes may represent rooms, while in the control network, a node is a sensor, actuator, or computational unit. The links between nodes indicate variable sharing, such as the flow of people in the human network between rooms through hallways and doors or the flow of heat between rooms in the thermal network through walls and doors. Smaller circles in Fig. 1 indicate links between networks. Note that typical graph-based networks assume links that are in some way constant, but as we will see, in some networks, such as the building thermal network, links between nodes may be dynamic.

Control of distributed systems, such as shown in Fig. 1 is a currently active area of research within the field of control systems. By a distributed system, we mean one with many inputs and outputs, possibly spatially-distributed dynamics, and a decentralized decision and control architecture, with restrictions on communication between computational nodes. The current state of the art has focused primarily on homogeneous systems. However, a building may be viewed as a composite system where a physical process (the structure itself) has been augmented with a hardware infrastructure (sensors and actuators) and a cyber-infrastructure (communication and decision nodes). Such overlaid heterogeneous systems with constrained connectivity and interaction between the different layers present challenges and system optimization and control opportunities. What is needed are ways to reason about discrete, multi-attribute heterogeneous entities (such as cyber-systems) and continuous, heterogeneous processes (such as physical phenomena) operating on a hierarchy of layered graphs related to each other through a set of mappings or transformations.

In this paper, we consider methods for studying distributed systems that are heterogeneous and possibly spatially-varying. Though a building can be seen as a set of interconnected networks, we consider only the thermal network. We begin by showing how a building’s thermal processes can be modeled as a graph whose node variables are temperature and heat flows and whose interconnections are walls, doors, windows, etc. In our graphical representation of a building, both the nodes and...
The interconnections can be (heterogeneous) dynamic systems. We call this a dynamic graph (or network). For such systems, we show that the relationships between the node variables reduce to the traditional graph Laplacian in the steady-state, so that consensus variable convergence can be obtained by discussing the steady-state properties of the system. We then show how a behavioral systems approach can develop kernel relationships between all system variables in dynamic graphs typified by building thermal models. Using these kernel relationships, we consider the controllability analysis of such systems.

The idea of consensus in networking has received significant attention due to its wide array of applications in robotics, transportation, sensor networking, communication networking, biology, and physics. This paper aims to study a generalization of consensus problems whereby the weights of network edges are no longer static gains. Instead, they are dynamic systems, leading to the notion of dynamic consensus networks.

The network topology is static for the consensus networks, meaning that there are no dynamics in the interconnections between the nodes (λ_{ij} = constant ≥ 0), and the nodes are assumed to be integrators [1]. Thus, static consensus problems can be written in the time domain for each node i = 1, 2, ..., n as

$$\dot{x}_i = \sum_{j \in \mathcal{N}_i} \lambda_{ij} (x_j(t) - x_i(t)). \quad (1)$$

The continuous time linear consensus protocol (1) can be written in matrix form as:

$$\dot{x}(t) = -Lx(t), \quad (2)$$

where x(t) = [x_1(t), x_2(t), ..., x_n(t)]^T and L, the graph’s Laplacian matrix L = [l_{ij}], is defined by

$$l_{ij} = \begin{cases} \lambda_{ij} & i = j \\ -\lambda_{ij} & i \neq j \text{ and } (i,j) \in \mathcal{E} \\ 0 & \text{otherwise} \end{cases} \quad (3)$$

For the multi-agent consensus problem, suppose that N agents evolve their individual beliefs x_i ∈ ℝ^1 about a so-called global consensus variable x using communications with their nearest neighbors according to the consensus protocol (1). A key result is that the solution of \(\dot{x}(t) = -Lx(t)\) gives \(x_i \rightarrow x^*\) if the static graph is connected [1]. This specific fact has been the basis of much of the literature related to consensus problems.

There have been many engineering scientists in the past years involved in the controllability of dynamic consensus networks. The focus was on controlling dynamic consensus networks under the leader-follower approach, where some nodes are considered leaders, and other nodes are followers. This approach aims to transfer followers’ trajectories from an initial position to the desired position (set-point) by adequately selecting the leaders’ trajectory. Many authors [24], [25], [26], [27], and [28] have considered this framework by using some algebraic methods and the eigenvalues and eigenvectors of the dynamic Laplacian matrix. Other researchers also investigated the controllability using graphic tools such as the graph’s equitable partition [27] and symmetry properties [26]. These graphical tools are built based on the graph’s configuration and topology associated with the consensus network. The controllability investigation using the minimum energy for static consensus networks using the first-order system formulated and proposed in [29], and [30]. This paper will investigate the controllability for dynamic consensus networks with edges (links) of rational dynamical systems.

Several researchers have already studied controllability analysis for consensus networks with static topology. Most of these studies have investigated the effect of the static topology on the controllability of consensus networks. The authors [11] introduced a graph-theoretic characterization of static networks’ structural controllability with a single leader. They showed that a static network with a switching topology is structurally-controllable if the union graph of the underlying static topologies is connected. In [12], the controllability investigated using the graph’s size and connectivity. Controllability for leader-based, multi-agent systems analyzed in [13], and [31] based on connectivity and the null space of the leader and followers’ incidence matrices. Controllability using the graph symmetry, and equitable partition properties addressed in [14]. The paper [23] formulated an equivalent data-driven Hautus-type test for a general input/output system that assumes no knowledge of the system’s state. The authors’ work proposed in this paper also provided an algorithm for data-driven verification of controllability of the system. They used the singular value decomposition of the Hankel matrix. A multi-vehicle system’s consensus problem was proposed and analyzed by [32] with a time-varying reference state. Under the condition, only a portion of the vehicles can access the reference state in this problem. Those vehicles might not have the ability to share the information with the other vehicles in the team. Although their paper focused on developing an algorithm for investigating the consensus conditions for a directed fixed information-exchange topology, so it is useful to extend this algorithm to directed switching information-exchange topologies. In our article, the topology (edges) that describes the interconnections between nodes is considered time-varying rational transfer functions. Investigating the consensus conditions and the controllability for a multi-vehicle system might be one of the motivating application of this work.
The consensus protocol such as in (1) and its variants have been studied extensively in the literature. They have been applied in many areas, notably for formation motion control when the agents are mobile. However, the consensus paradigm is restrictive in several ways. Notice that we have interpreted the consensus problem as having integrating nodes and static weights. One might ask: what if the weights were also transfer functions? What if the nodes are more than integrators? In the next section, we have considered this question, motivated by modeling heat transfer in buildings [2]–[5]. By the notation “dynamic systems,” we mean that linear ordinary differential equations (LODEs) are described as relationships between the system variables. We call such networks dynamic consensus networks because all the node variables converge to a common value called a consensus value under some conditions.

The paper is organized as follows: In Section II, we present a general framework for a dynamic consensus network. We present a detailed study of modeling thermal processes in buildings as directed, dynamic graphs, beginning with a simple two-room model and transitioning to a model with multiple interconnected rooms. Section III presents a framework for dynamic graphs and dynamic consensus networks. This framework introduces the idea of dynamic degree, adjacency, incident, and Laplacian matrices in a way that naturally extends these concepts from the static case. From this, we can easily define equivalent concepts of dynamic interconnection matrices and dynamic consensus networks. In Section IV, we use the established aspects and properties of the defined dynamic graph theory in conjunction with the behavioral approach to developing a controllability-analysis methodology for dynamic networks. Because of scalability in such dynamic networks, the controllability conditions based on node and network topology for the overall dynamic networks were developed in Section V.

II. MODELING A THERMAL PROCESS IN A BUILDING AS A DIRECTED DYNAMIC GRAPH

This Section first presents examples showing how a dynamic graph can arise in applications and then give a general framework for a dynamic consensus network. We present a detailed study of modeling thermal processes in buildings as directed, dynamic graphs, beginning with a simple two-room model and transitioning to a model with multiple interconnected rooms. Motivated by this example, we then present a framework for dynamic graphs and dynamic consensus networks. This framework introduces the idea of dynamic degree, adjacency, incident, and Laplacian matrices in a way that naturally extends these concepts from the static case. From this, we can easily define equivalent concepts of dynamic interconnection matrices and dynamic consensus networks.

Historically, there has always been a recognized need to model the energy processes within buildings. Typical examples of this modeling application are sizing HVAC equipment, determining energy usage performance, and optimizing energy management in a building through persistent control. Current state-of-the-art methods include modeling packages, such as Energy Plus [6], that allows users to specify a building’s geometry, equipment, orientation, materials, and usage patterns, which are then simulated using first principles models and simulated weather data. Though undoubtedly useful for design, these computationally-complex systems may suffer from certain limitations once a building has been constructed due to significant deviations in construction, occupant use, and other specifications that cause the actual building’s behavior to be quite different from the model.

At the opposite extreme, so-called black box models have been developed from observational data. Though these models can be utilized to predict future values of particular variables, they do not incorporate any structural information about the system when gathering data, resulting in the need for large amounts of data to train and suffering from the difficulty of extracting relevant information about internal physical parameters that may be of interest.

Semi-physical models resulting in an intermediate level of modeling are known as gray-box modeling. Simple modeling elements containing parameters identified using observational data are chosen and connected based upon physical insight to represent the system’s actual configuration. This is commonly the modeling technique used for thermal networks, which have been used to study load-shifting and peak-reducing control in buildings [7], [8]. A typical thermal network model for a single room is shown in Fig. 2, which was adapted from [8]. These networks of (analogous) thermal resistors and capacitors model different building elements. To date, this has typically been performed at a very coarse level, sometimes by combining multiple rooms into one practical room per zone. In [8], a gray-box model for an experimental building was created by utilizing measurements of weather, room temperature, and room air supply and flow. This model was used to predict the effects of a demand-limiting control strategy that was later validated experimentally.

This section uses a single-room model as shown in Fig. 2 from [8] as the basis for a node and its interconnections to
other nodes to build up a dynamic graph representation of a building’s thermal processes. First, we consider two rooms connected by a wall. We then illustrate how several such nodes may be interconnected, using the example of a hypothetical four-room building, with analysis provided of the resulting model that motivates the generalization in the next section.

Before proceeding, we note that the initial interest in modeling thermal processes in a building comes from viewing a building as a group of overlapping, interacting networks. In the thermal network, the nodes may represent rooms, while in the control network, a node is a sensor, actuator, or computational unit. The links between nodes indicate variable information sharing, such as the heat flow between rooms through walls and doors in the thermal network. The typical, graph-based networks assume links that are in some way constant; some networks, such as a building’s thermal network, may have dynamic links between nodes, as we will see in the next section.

A. Two Rooms Connected by a Wall

Fig. 3 depicts what is called a 3R2C model in the literature [9]. We identify a room \( i \) as a node with node variable \( T_i \), the lumped room temperature, \( Q_{in}^i \), the input heat flow (a manipulated variable, not shown), and \( q_{ij} \), the heat flow out of the room through walls or doors or windows (of course with this convention, if \( q_{ij} < 0 \) then this is heat flow into the room). The parameter \( C_i^r \) is the thermal capacity (mass) of the room \( i \).

The interconnection between the two rooms is a wall, which is represented analogously by an electrical circuit with three resistors and two capacitors, a simplification of the model in Fig. 3. The capacitors \( C_2 \) and \( C_4 \) can be thought of as the heat storage capacity of the wall’s materials, which could be different on each side of the wall. A complete model adds a capacitor to represent the insulation properties in addition to that of the wall’s board materials. For the resistors, \( R_3 \) represents the heat dissipation inside the wall, while \( R_1 \) and \( R_5 \) represent the heat dissipation from each room to the inside of the wall.

As shown in [9], the heat flows in Fig. 3 can be written as:

\[
\begin{bmatrix}
q_{ij} \\
q_{ji}
\end{bmatrix} = \begin{bmatrix}
1 & A_{ij}(s) & -D_{ij}(s)
\end{bmatrix} \begin{bmatrix}
T_i \\
T_j
\end{bmatrix}
\]

where

\[
A_{ij}(s) = 1 + a_{ij}^1 s + a_{ij}^2 s^2
\]

\[
D_{ij}(s) = 1 + d_{ij}^1 s + d_{ij}^2 s^2
\]

\[
B_{ij}(s) = b_{ij}^0 + b_{ij}^1 s + b_{ij}^2 s^2
\]

and

\[
a_{ij}^1 = C_4 R_5 + C_2 R_3 + C_2 R_5
\]

\[
a_{ij}^2 = C_4 C_2 R_3 R_5
\]

\[
a_{ij}^3 = C_4 R_1 + C_4 R_3 + C_2 R_1
\]

\[
a_{ij}^4 = C_4 C_2 R_3 R_1
\]

\[
b_{ij}^3 = R_5 + R_3 + R_1
\]

\[
b_{ij}^4 = C_4 R_5 R_1 + C_2 R_3 R_1 + C_2 R_5 R_1 + C_4 R_5 R_3
\]

\[
b_{ij}^5 = C_4 C_2 R_3 R_5 R_1
\]

\[
d_{ij}^3 = d_{ij}^2 = 0
\]

Here, \( s \) is the independent variable of the Laplace transform, which can be interpreted as \( s \approx \frac{d}{dt} \). As noted in [9], we can interpret \( G_x(s) = A_{ij}(s)/B_{ij}(s) \) as the external conduction of the wall, \( G_y(s) = D_{ij}(s)/B_{ij}(s) \) as the cross-conduction of the wall, and \( G_z(s) = A_{ij}(s)/A_{ij}(s) \) as the internal conduction of the wall.

From (3), the nodal equation can be written as:

\[
C_i^r \frac{dT_i}{dt} = Q_{in}^i - q_{ij}
\]

Combining (4) and (5) gives:

\[
\begin{bmatrix}
C_i^r s & 0 \\
0 & C_j^r s
\end{bmatrix} \begin{bmatrix}
T_i \\
T_j
\end{bmatrix} = \begin{bmatrix}
\frac{Q_{in}^i}{C_i^r} & -1 \\
1 & -B_{ij}(s)
\end{bmatrix} \begin{bmatrix}
A_{ij}(s) & -D_{ij}(s)
\end{bmatrix} \begin{bmatrix}
T_i \\
T_j
\end{bmatrix}
\]

To motivate later analysis, notice that in the absence of any external heat inputs (i.e., \( Q_{in}^i = 0 \)), we can rewrite the previous equation as:

\[
\begin{bmatrix}
s C_i^r T_i(s) \\
s C_j^r T_j(s)
\end{bmatrix} = \begin{bmatrix}
-A_{ij}(s) & -D_{ij}(s)
\end{bmatrix} \begin{bmatrix}
T_i \\
T_j
\end{bmatrix}
\]

which defines the relationship between the temperatures in two rooms using the 3R2C model.

It is useful to separate (7) as

\[
T_i(s) = \frac{1}{C_i^r s} \left[ B_{ij}(s) T_i(s) - D_{ij}(s) T_j(s) \right]
\]

\[
= -\frac{1}{s} \left[ \lambda_i^C T_i(s) - \lambda_i^D T_j(s) \right],
\]

where \( \lambda_i^C(s) = \frac{A_{ij}(s)}{B_{ij}(s)} \) is a self-correction weight and \( \lambda_i^D(s) = \frac{D_{ij}(s)}{B_{ij}(s)} \) is a cross-correction weight. Note that we assume \( C_i^r \) in (8) is equal to the unity for simplicity. Comparing this to static-weights consensus networks, we see that this appears similar to the equation of a two-node consensus network, in which the nodes are integrators. The difference is that there is a separate weighting on the terms \( T_i(s) \) and \( T_j(s) \), and these weights are dynamic.
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**Fig. 5. Heat flow network corresponding to the four-room example.**

### B. Several Interconnected Rooms

This subsection uses the previous subsection's expressions to develop a building model with several interconnected rooms with different possible pathways between each room and the outside environment. Ideas are developed for the specific hypothetical four-room building shown in Fig. 4 in which each room has several neighbors with which it is interconnected. One such neighbor is always the external environment whose variable is denoted \( T_a \) with \( 'a' \) referring to the ambient. Pathways include walls, doors, and windows. The corresponding graph for this example is shown in Fig. 5. There are several heat flows that are not shown, including \( q_{14} = q_{14}^{\text{door}}, q_{24} = q_{24}^{\text{door}}, q_{24}^{\text{door}} \) and \( q_{14} = q_{14}^{\text{wall}} + q_{14}^{\text{door}}. \)

In developing a model for this system, we modify (5) to sum the energy losses through all pathways connected to a node, resulting in:

\[ C_{ni} \frac{dT_i}{dt} = Q_i^{in} - \sum_{j \in \mathcal{N}_i} \sum_{k_{ij} \in P_j} \tilde{q}_{ij} \]

where \( \mathcal{N}_i \) is the set of neighbors to which a node \( i \) is connected and \( P_{j} \) is the set of pathways \( k_{ij} \) associated with any neighbor \( j \) of node \( i \). We note that \( \tilde{q}_{ij} = \sum_{k_{ij} \in P_{j}} q_{ij} \).

For building thermal analysis, there may be several different types of interconnection elements, though they will all have the basic format of (4). Because there is negligible energy storage in doorways and windows, when these are the sole interconnection elements between rooms, we use a single R model, so that (4) is expressed with \( b_{ij} = R \) with all other variables being set to zero. To make the notation a bit more uniform, for the common case when a door or window is in parallel with a wall, the interconnection transfer function matrix is the sum of the single R model and the 3R2C model. That is, the model would be given by \( A_{ij}, B_{ij}, \text{ and } D_{ij} \) that satisfies:

\[
\begin{bmatrix}
A_{ij}(s) & -D_{ij}(s) \\
0 & B_{ij}(s)
\end{bmatrix} \begin{bmatrix}
A_{ij}(s) & 0 \\
0 & B_{ij}(s)
\end{bmatrix} + \begin{bmatrix}
1 & 0 \\
0 & \frac{1}{\tau}
\end{bmatrix},
\]

(10)

where the primed variables represent the 3R2C model, and the unprimed variables represent the resulting parallel connection. In the expressions below, we assume that this computation has been done and the resulting unprimed coefficients can be easily calculated and are thus omitted here. Note that in the case of a door or window that is parallel to a wall, the coefficients \( d_{ij}^{1} \) and \( d_{ij}^{2} \) associated with the unprimed variables are non-zero.

Table I summarizes the neighbors for each node and the pathways between each node and each of its neighbors for this example. The table also identifies the coefficients used in the transfer matrix between each node and each of its neighbors.

<table>
<thead>
<tr>
<th>Node</th>
<th>Neighbors</th>
<th>Paths</th>
<th>Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1-wall</td>
<td>( A_{12}, B_{12} )</td>
</tr>
<tr>
<td>a</td>
<td>2-wall</td>
<td>( A_{a1}, B_{a1}^{\text{w}} )</td>
<td></td>
</tr>
<tr>
<td>1-window</td>
<td>( R_{1a1}^{w} ) = ( B_{2a1} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1-wall</td>
<td>( D_{13}, B_{13} )</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1-door</td>
<td>( R_{141} = B_{141} )</td>
<td></td>
</tr>
</tbody>
</table>

**Table I: Hypothetical Four Room Example**

Combining (4) and (9) for the configuration shown in Fig. 5 with the parameters shown in Table I and defining the vectors

\[ T(s) = [T_{1}(s) \ T_{2}(s) \ T_{3}(s) \ T_{4}(s)]^{T}, \]

\[ Q^{in}(s) = [Q_{1}^{in}(s) \ Q_{2}^{in}(s) \ Q_{3}^{in}(s) \ Q_{4}^{in}(s)]^{T}, \]

we can easily show that:

\[ sT(s) = Q^{in}(s) - L(s)T(s), \]

(11)

where the matrix \( L(s) = [L_{ij}(s)] \) is given as:

\[
L_{ij}(s) = \begin{cases} 
\sum_{j \in \mathcal{N}_i} \lambda_{ij}^{\text{w}}(s) & i = j \\
-\lambda_{ij}^{\text{w}}(s) & i \neq j \text{ and } (i,j) \in \mathcal{E} \\
0 & \text{otherwise},
\end{cases}
\]

(12)
or $L(s)$ is given as (13). We will refer to $L(s)$ defined in this way as a dynamic Laplacian matrix. For the graph topology shown in Fig. 5, the dynamic Laplacian matrix has the form shown in (13). In the previous work [2], We have shown that when the weight matrices $\lambda_{ij}(s)$ satisfy certain assumptions, $-L(s)$ can be viewed as a dynamic interconnection matrix, allowing the demonstration of consensus.

Notice that we can redraw Fig. 5 as shown in Fig. 6, where

$$\lambda_{ij}(s) = \left[ \lambda_{ij}^G(s) - \lambda_{ij}^S(s) \right]$$

(14)

$$L(s) = \begin{bmatrix}
\sum_{j=2,3,4} \lambda_{ij}^G(s) & -\lambda_{ij}^G(s) & -\lambda_{ij}^G(s) & -\lambda_{ij}^G(s) \\
-\lambda_{ij}^G(s) & \sum_{j=1,4} \lambda_{ij}^S(s) & 0 & -\lambda_{ij}^S(s) \\
-\lambda_{ij}^S(s) & 0 & \sum_{j=1,4} \lambda_{ij}^S(s) & -\lambda_{ij}^S(s) \\
-\lambda_{ij}^S(s) & -\lambda_{ij}^G(s) & -\lambda_{ij}^G(s) & \sum_{j=1,2,3} \lambda_{ij}^S(s)
\end{bmatrix}$$

(16)

The graph shown in Fig. 6 will be referred to as a dynamic graph or a dynamic consensus network. Then applying the definition of the dynamic Laplacian (12) for the dynamic graph Fig. 6 we get

which reduces to (13) if we insert the full expressions for $\lambda_{ij}^G(s)$ and $\lambda_{ij}^S(s)$ defined in (14). This leads us to consider the idea of dynamic consensus networks.

Figure II-B shows a simple simulation of (9) for the case when $Q_{in} = 0$ and the scalar $T_n = 80$ for a nominal set of parameters available from the authors upon request (omitted here in the interest of space). As intuitively expected, all temperatures converge to the ambient temperature, as the external environment has infinite capacity and there is no energy input or removal. This can also be seen by examining (9) at steady-state with $Q_{in} = 0$. Further noting that $T(0)$ has the form of a classic graph Laplacian matrix, with row sum equal to zero (and in this case column sum equal zero as well), we can argue that $T'' = T_n$ is a unique solution.

We also [10] consider another example that motivated a generalization of the static consensus problem (1), modeling the load frequency control (LFC) network of an electrical power grid as a dynamic consensus network. We consider the following network:

$$Y_i(s) = \frac{1}{s} \sum_{j \in N_i} G_i(s)a_{ij}(Y_j(s) - Y_i(s)),$$

(17)

$i = 1, \ldots, N$, which can be viewed as a single-integrator consensus network with dynamic interconnection coefficients $G_i(s)a_{ij}$. In the grid’s LFC network, each system’s output is the phase of its voltage, which is the integration of the angular velocity. The interconnection is power exchanges among the individual systems through transmission lines dependent on phase differences.

Based on the dynamics of a network’s nodes and their topology, several consensus problems can be specified. This paper focuses on two types of dynamic consensus networks: directed and undirected. The dynamic consensus networks studied are:

- **Dynamic Network 1:** Directed dynamic networks with integrator nodes and strictly-positive-real (SPR) transfer function edges:

  $$\dot{x}_i(t) = -\sum_{j \in N_i} \left[ \lambda_{ij}^S(t) x_i(t) - \lambda_{ij}^G(t) x_j(t) \right],$$

  or,

  $$x_i(s) = -\frac{1}{s} \sum_{j \in N_i} \left[ \lambda_{ij}^S(s)x_i(s) - \lambda_{ij}^G(s)x_j(s) \right]$$

(18)

- **Dynamic Network 2:** Undirected dynamic networks with integrator nodes and strictly-positive-real (SPR) transfer function edges:

  $$\dot{x}_i(t) = -\sum_{j \in N_i} \left[ \lambda_{ij}(t) * (x_i(t) - x_j(t)) \right],$$

  or,

  $$x_i(s) = -\frac{1}{s} \sum_{j \in N_i} \left[ \lambda_{ij}(s)(x_i(s) - x_j(s)) \right]$$

(19)

- **Dynamic Network 3:** Undirected dynamic networks with identical nodes and dynamic edges:

  $$\dot{x}_i(t) = -p(t) \sum_{j \in N_i} \left[ \lambda_{ij}(t) * (x_i(t) - x_j(t)) \right],$$

  or,

  $$x_i(s) = -p(s) \sum_{j \in N_i} \left[ \lambda_{ij}(s)(x_i(s) - x_j(s)) \right]$$

(20)

- **Dynamic Network 4:** Undirected dynamic networks with heterogeneous nodes and dynamic edges:

  $$\dot{x}_i(t) = -p_i(t) \sum_{j \in N_i} \left[ \lambda_{ij}(t) * (x_i(t) - x_j(t)) \right],$$

  $$x_i(s) = -p_i(s) \sum_{j \in N_i} \left[ \lambda_{ij}(s)(x_i(s) - x_j(s)) \right]$$

(21)

**Assumptions:** For the dynamic networks (18 - 21), we make the following assumptions:

1) The node and edge processing in the proposed dynamic networks (18 - 21) are linear, time-invariant LTI.

2) The dynamic topologies consist of dynamic edges $\lambda_{ij}(s)$ modeled as transfer functions. For the second proposed dynamic network (19), we assume the edges’ dynamics are strictly positive real (SPR) transfer functions.

3) The topology of a network can be directed or undirected. The first dynamic network (18) uses a directed topology, whereas the second dynamic network (19) uses an undirected topology.

4) Depending on the application, the flow is modeled differently. For instance, $[\lambda_{ij}^S(s)x_i(s) - \lambda_{ij}^G(s)x_j(s)]$ and $[\lambda_{ij}(s)(x_i(s) - x_j(s))]$ are two different ways of modeling flow, as is indicated by the previous Section. The difference between these two cases is illustrated in (18, 19). These flow models are rooted in the types of dynamic networks to be modeled per the motivation for each network. The first dynamic network (18) is based upon modeling buildings’ thermal processes as directed dynamic graphs. In contrast, the second dynamic network (19) is based upon the motivation of modeling micro-grids of power systems as undirected dynamic graphs.

5) The nodes’ dynamics can be integrators (18, 19) or more general dynamics (20, 21).

6) The nodes’ dynamics and the edges can be identical (20) or heterogeneous (21).

7) These models are often autonomous, meaning no input flows into the dynamic consensus networks. However, we add inputs and disturbances to the proposed dynamic consensus networks’ general forms in some problems.

### III. Dynamic Graphs Definitions

The previous work [2], [10] showed how two different phenomena could be modeled in a graph whose edges are transfer functions (i.e., dynamic systems). In this section, from the models’ motivation developed in the previous work, we generalize all the typical notations from (static) graph theory to the dynamic case. The development here parallels the notations in the static graph.

Consider the example of a directed, dynamic graph shown in Fig. 8. Such graphs can be described as a set of nodes (or vertices) $\mathcal{N} = \{1, 2, 3, \ldots, N\}$ and a set of edges $\mathcal{E}$ between nodes $\mathcal{N}$.
Each edge is modeled as a transfer function of the incoming and outgoing edges, respectively. Clearly \( \nu_i(s) = \nu_i^{\text{in}}(s) + \nu_i^{\text{out}}(s) \). From these dynamic degree definitions, we can define three different dynamic degree matrices:

1. The dynamic in-degree matrix \( D^{\text{in}}(s) = \text{diag}(\nu_i^{\text{in}}(s)). \)
2. The dynamic out-degree matrix \( D^{\text{out}}(s) = \text{diag}(\nu_i^{\text{out}}(s)). \)
3. The dynamic degree matrix \( D(s) = D^{\text{in}}(s) + D^{\text{out}}(s). \)

Notice that \( D(s) = D^{\text{in}}(s) + D^{\text{out}}(s). \)
If a dynamic edge \( e_{ij}(s) \) exists between two nodes \( i \) and \( j \), these nodes are considered to be adjacent and are known as neighbors, and are denoted for a node \( N_i \) by \( \mathcal{N}_i = \{ j : (n_i, n_j) \in \mathcal{E}(s) \} \). As before, neighbors can be distinguished based upon whether they are associated with incoming or outgoing arcs. Thus, we can define three dynamic adjacency matrices:

1) The incoming dynamic adjacency matrix \( A_{in}(s) = [a_{ij}^n(s)] \), is defined by

\[
a_{ij}^n(s) = \begin{cases} 
\sum_{j \in \mathcal{N}_i} e_{ij}(s); (\text{coming into } n_i \text{ from } n_j) & \text{if } i \neq j \\
0 & \text{otherwise.}
\end{cases}
\]

2) The dynamic outgoing adjacency matrix \( A_{out}(s) = [a_{ij}^o(s)] \), is defined by

\[
a_{ij}^o(s) = \begin{cases} 
\sum_{j \in \mathcal{N}_i} e_{ij}(s); (\text{going out from } n_i \text{ into } n_j) & \text{if } i \neq j \\
0 & \text{otherwise.}
\end{cases}
\]

3) The dynamic adjacency matrix \( A(s) = [a_{ij}(s)] \), is defined by

\[
a_{ij}(s) = \begin{cases} 
\text{total} \sum_{j \in \mathcal{N}_i} e_{ij}(s); (\text{between } n_i \text{ and } n_j) & \text{if } i \neq j \\
0 & \text{otherwise.}
\end{cases}
\]

Notice that \( A(s) = A_{in}(s) + A_{out}(s) \).

Another type of dynamic matrix is the dynamic incident matrix.

For the incoming incident matrix, we will define two incident matrices; one indicates the direction of the edges connected to \( n_i \), where for node \( P_i(s) \) the edge \( e_{ij}(s) \) is given a value based upon being disconnected, incoming, or outgoing and denoted as \( B_{in}^s \), where “\( s \)” refers to static. Another matrix captures the transfer functions of the edges and is denoted as \( B_{out}^s \) where “\( D \)” refers to dynamic. Thus, the dynamic and static incoming and outgoing incident matrices are defined as \( B_{in}^s(s) = [b_{ij}^s(s)] \), \( B_{out}^s = [b_{ij}^s(s)] \), where,

\[
b_{ij-D}^s = \begin{cases} 
+\lambda_{ij}(s) & \text{if } j \text{ enters node } n_i \\
0 & \text{otherwise.}
\end{cases}
\]

\[
b_{ij-S}^s = \begin{cases} 
+1 & \text{if } j \text{ enters node } n_i \\
0 & \text{otherwise.}
\end{cases}
\]

Similarly, we can define a dynamic and static outgoing incident matrices for a dynamic graph by, \( B_{out}^s(s) = [b_{ij}^o(s)] \), \( B_{out}^s = [b_{ij}^o(s)] \), where,

\[
b_{ij-D}^o = \begin{cases} 
-\lambda_{ij}(s) & \text{if } j \text{ leaves node } n_i \\
0 & \text{otherwise.}
\end{cases}
\]

\[
b_{ij-S}^o = \begin{cases} 
-1 & \text{if } j \text{ leaves node } n_i \\
0 & \text{otherwise.}
\end{cases}
\]

Also, we can define the dynamic and static incident matrices for a directed dynamic graph as \( B_D(s) = [b_{ij-D}(s)] \), \( B_S = [b_{ij-S}^s] \) where

\[
b_{ij-D}(s) = \begin{cases} 
-\lambda_{ij}(s) & \text{if } j \text{ leaves node } n_i \\
+\lambda_{ij}(s) & \text{if } j \text{ enters node } n_i \\
0 & \text{otherwise.}
\end{cases}
\]

\[
b_{ij-S} = \begin{cases} 
-1 & \text{if } j \text{ leaves node } n_i \\
+1 & \text{if } j \text{ enters node } n_i \\
0 & \text{otherwise.}
\end{cases}
\]

Notice that \( B_D(s) = B_{in}^T(s) + B_{out}^o(s) \) and \( B_S = B_{in}^s + B_{out}^o \).

We can now give the dynamic equivalent of the static Laplacian matrix with the derived dynamic degree, adjacency, and incident matrices. The dynamic Laplacian matrix has spectral properties that indicate many facts about a graph. An undirected dynamic graph, one whose dynamic edges are not directionally-fixed, has a corresponding dynamic Laplacian matrix defined with no ambiguities by \( L(s) = D(s) - A(s) \). More specifically, the dynamic Laplacian matrix is defined as \( L(s) = [l_{ij}(s)] \), where

\[
l_{ij}(s) = \begin{cases} 
\sum_{j \in \mathcal{N}_i} \lambda_{ij}(s) & i = j \\
-\lambda_{ij}(s) & i \neq j \text{ and } (i,j) \in \mathcal{E} \\
0 & \text{otherwise.}
\end{cases}
\]

We can also define the dynamic Laplacian matrix of an undirected dynamic graph as

\[
L(s) = BD(s)B^T = D(s) - A(s),
\]

where \( D(s) \in \mathbb{R}^{m \times m} \) is the dynamic degree matrix formed by the dynamic degree of the \( m \) edges, \( B \in \mathbb{R}^{n \times m} \) is the static incident matrix that captures the orientations of the edges, and \( A(s) \in \mathbb{C}^{n \times n} \) is the dynamic adjacency matrix.

In the static case, the definition of the Laplacian matrix for a directed graph requires adopting either an incoming or outgoing convention. Likewise, we define the dynamic Laplacian matrix utilizing the dynamic degree and dynamic adjacency matrices distinguishing between incoming and outgoing conventions. Examples include:

\[
L_{in}^o(s) = D_{in}^o(s) - A_{in}^o(s) \text{ and } L_{out}^o(s) = D_{out}^o(s) - A_{out}^o(s).
\]

With these definitions, \( L(s) = L_{in}^o(s) + L_{out}^o(s) \). Particular caution must be taken in noting that while \( L = BB^T \) in the static case, \( L(s) \neq B(s)B^T(s) \). \( L_{in}^o(s) \neq B_{in}^o(s)B_{in}^{oT} \) and \( L_{out}^o(s) \neq B_{out}^o(s)B_{out}^{oT} \). To overcome this, in the sequel, we will use \( L_{out}^o(s) \), where the outgoing dynamic Laplacian matrix can be defined using the incident matrices as follow:

\[
L_{out}^o(s) = D_{out}^o(s) - A_{out}^o(s),
\]

where \( D_{out}^o(s) \) and \( A_{out}^o(s) \) are the dynamic outgoing degree and adjacency matrices, respectively. These matrices can be defined in a static case using the incident matrices as \( D_{out} = B_{out}B_{out}^T \) and \( A_{out} = -B_{out}B_{out}^T \). For the dynamic graphs, \( D_{out}^o(s) \neq B_{out}^o(s)B_{out}^{oT} \) because the product of the dynamic incident matrices results in a matrix where its elements are the square of the edge dynamics (i.e., \( \lambda_{ij}(s)^2 \)). To overcome this problem, we use the dynamic and static incident matrices (one will capture the edges’ orientation, and the other will capture the edges dynamic) for defining the dynamic degree and adjacency matrices. Thus, the outgoing, dynamic degree, and adjacency matrices can be defined as:

\[
D_{out}^o(s) = B_{D}^o(s)B_{S}^{oT},
\]

\[
A_{out}^o(s) = -B_{D}^o(s)B_{S}^{oT}.
\]

By combining (24) and (25), the outgoing, dynamic Laplacian matrix \( L_{out}^o(s) \) can be defined as

\[
L_{out}^o(s) = B_{D}^o(s)B_{S}^{oT} + B_{D}^o(s)B_{S}^{oT} = B_{D}^o(s)B_{S}^{oT} + B_{D}^o(s)B_{S}^{oT} = B_{D}^o(s)B_{S}^{oT}.
\]

A similar definition can be given for \( L_{in}^o(s) \).

To illustrate, for the example shown in Fig. 8, the associated dynamic degree, adjacency, and Laplacian matrices are given by (27).

Note that all \( \lambda_{ij}(s) \) in (27) are transfer functions that describe the interconnections (edges) between the nodes.
where

\begin{align*}
D^{\text{out}}(s) &= \begin{bmatrix}
\lambda_{12}(s) + \lambda_{13}(s) + \lambda_{14}(s) & \lambda_{21}(s) + \lambda_{24}(s) & 0 & 0 \\
0 & \lambda_{21}(s) + \lambda_{24}(s) & 0 & 0 \\
0 & 0 & \lambda_{31}(s) + \lambda_{34}(s) & 0 \\
0 & 0 & 0 & \lambda_{41}(s) + \lambda_{42}(s) + \lambda_{43}(s)
\end{bmatrix}, \\
A^{\text{out}}(s) &= \begin{bmatrix}
\lambda_{12}(s) & 0 & 0 & 0 \\
0 & \lambda_{21}(s) & 0 & 0 \\
0 & 0 & \lambda_{31}(s) & \lambda_{34}(s) \\
\lambda_{31}(s) & 0 & -\lambda_{32}(s) & -\lambda_{34}(s) \\
\lambda_{12}(s) + \lambda_{13}(s) + \lambda_{14}(s) & -\lambda_{12}(s) & \lambda_{21}(s) + \lambda_{24}(s) & 0 \\
-\lambda_{32}(s) & \lambda_{21}(s) + \lambda_{24}(s) & 0 & 0 \\
-\lambda_{42}(s) & \lambda_{41}(s) + \lambda_{42}(s) + \lambda_{43}(s) \\
\lambda_{41}(s) + \lambda_{42}(s) + \lambda_{43}(s)
\end{bmatrix}, \\
L^{\text{out}}(s) &= \begin{bmatrix}
\lambda_{12}(s) + \lambda_{13}(s) + \lambda_{14}(s) & -\lambda_{12}(s) & -\lambda_{12}(s) & -\lambda_{14}(s) \\
-\lambda_{32}(s) & \lambda_{21}(s) + \lambda_{24}(s) & 0 & 0 \\
-\lambda_{42}(s) & -\lambda_{42}(s) & \lambda_{41}(s) + \lambda_{42}(s) + \lambda_{43}(s) & 0
\end{bmatrix}.
\end{align*}

(27)

IV. CONTROLLABILITY ANALYSIS FOR DYNAMIC CONSENSUS NETWORKS USING THE BEHAVIORAL APPROACH

This section uses the established aspects and properties of the defined dynamic graph theory in conjunction with the behavioral approach to developing a controllability-analysis methodology for dynamic networks. Additionally, we demonstrate the dynamic interconnection topology (dynamic Laplacian matrix) in analyzing node interconnections to establish controllability.

A. Behavioral Approach

This section analyzes the dynamic interconnection topologies of the proposed dynamic networks to establish controllability using the behavioral approach to control [15]. We first describe the behavioral process and then discuss the two-room example’s controllability utilizing this approach. We then give the general result.

The behavior of a dynamic system is the collection of all possible time trajectories in the system [16], [17]. In other words, the behavior is a family of trajectories, rather than a transfer function. The behavior of a dynamic system is defined as the set of solutions of a system of linear, constant-coefficient differential equations. For example, consider a system described by the following set of differential equations:

\begin{align*}
\begin{cases}
&w_1 + 2 \frac{d}{dt} w_1 + \frac{d^2}{dt^2} w_1 - w_2 - d \frac{dw_2}{dt} w_2 = 0; \\
&-w_1 - \frac{d}{dt} w_1 + 7 w_2 + 5 \frac{d}{dt} w_2 + \frac{d^2}{dt^2} w_2 - 6 w_3 - 4 \frac{d}{dt} w_3 = 0;
\end{cases}
\end{align*}

(28)

The dynamic system (28) can be written in matrix form as:

\begin{equation}
M \begin{pmatrix} \frac{d}{dt} \end{pmatrix} w = 0,
\end{equation}

(29)

where

\begin{align*}
M(\frac{d}{dt}) &= \begin{bmatrix}
\frac{d^2}{dt^2}() + 2 \frac{d}{dt}() + 1 & -\frac{d}{dt}() + 1 & 0 \\
-\frac{d}{dt}() + 1 & \frac{d^2}{dt^2}() + 5 \frac{d}{dt}() + 7 & -4 \frac{d}{dt}() - 6
\end{bmatrix},
\end{align*}

and \( w = [w_1, w_2, w_3]^T \). We can also describe (28) using polynomial notation as

\begin{align*}
\begin{bmatrix}
2 + 2s^2 & -(s + 1) & -s^2 + 5s + 7 \\
0 & s^2 + 5s + 7 & 0
\end{bmatrix}
\begin{bmatrix}
w_1 \\
w_2 \\
w_3
\end{bmatrix} = 0.
\end{align*}

(30)

From the above equations, we can define the behavior of the system (28) as all possible sets of solutions \((w_1, w_2, w_3)\) that satisfy (29) or (30). We call equation (29) or (30) a kernel representation of the dynamic system (28) [15].

We can use the behavioral system theory notation \( M(\frac{d}{dt}) \) to describe the relationships between the variables at a node can be represented by a kernel operator made up of differential equations. For more details, see [18]. To illustrate, given a node with the transfer function description:

\( T_i(s) = \frac{10}{s+1} q_{i1}(s) - s + 4 q_{i2}(s) + s + 5 q_{i3}(s), \)

we can describe this as \( M(\frac{d}{dt}) x(t) = 0 \), where \( x(t) = [T_i(t) q_{i1}(t) q_{i2}(t) q_{i3}(t)]^T \) and \( M(\frac{d}{dt}) \) is defined by (31).

With this notation, an edge can be represented as \( M^{\text{imp}}(\frac{d}{dt}) \), as is done in considering the two-node example shown in Fig. 9. The transfer function in the connection element is equivalently:

\begin{equation}
\begin{bmatrix}
-\left(\frac{d}{dt}() + 3\right) & 0 & \frac{d}{dt}() + 1 & 10 \\
0 & -\left(\frac{d}{dt}() + 3\right) & 10 & \frac{d}{dt}() + 2
\end{bmatrix}
\begin{bmatrix}
q_{i1} \\
q_{i2} \\
T_i \\
T_i^T
\end{bmatrix} = 0.
\end{equation}

(32)

The kernel representation for the system can then be defined by:

\begin{equation}
M \begin{pmatrix} \frac{d}{dt} \end{pmatrix} x(t) = 0.
\end{equation}

(33)

B. Controllability using the Behavioral Representation

Definition 4.1: [15] The system (33) is controllable if for any two trajectories \( x_1(t) \) and \( x_2(t) \) (as shown in Fig. 10) satisfying (33) there exists a time \( T \geq 0 \) and a third trajectory \( x_3(t) \) satisfying (33) such that

\begin{align*}
x_3(t) &= \begin{cases}
&x_1(t) \quad t \leq 0 \\
&x_2(t - T) \quad t \geq T
\end{cases}
\end{align*}

In a controllable system, it is possible to utilize freely-assignable variables to switch between any legal past and future trajectories with some delay \( T \) as shown in Fig. 10. Thus, for a Controllable system, it is possible to reach any legal future trajectory regardless of its present state or to use the transition trajectory. In [19], controllability was described using the kernel representation:

Theorem 4.1:

The system (33) is controllable if and only if the rank of \( M(s) \) is the same for all \( s \in C \).
C. Controllability of Two Rooms: An Example

As an example, we investigate the controllability of the two-room example. Our problem is first formulated by defining the behavioral representation of the model containing two rooms (for more details in the modeling of two rooms example, see Section II-A. From Fig. 3, the nodal equation can be written as:

\[ \begin{bmatrix} C_i s & 0 \\ 0 & C_j s \end{bmatrix} T_i T_j = \begin{bmatrix} Q_i^{in} \\ Q_j^{in} \end{bmatrix} - \frac{1}{B_{ij}(s)} \begin{bmatrix} A_{ij}(s) & -D_{ij}(s) \\ -D_{ij}(s) & A_{ij}(s) \end{bmatrix} \begin{bmatrix} T_i \\ T_j \end{bmatrix} \]

(34)

From (34), the kernel representation of the two rooms example can be expressed by (35).

Using Theorem 4.1 and the structures of the system’s matrices, the following theorem defines the controllability of the two rooms example:

**Theorem 4.2:** Suppose for all \( i,j \), the roots of \( B_{ij}(s) \) (in 6) are isolated. Then system (35) is uncontrollable if and only if there exists a root \( \lambda \) of \( B_{ij}(s) \) such that

\[ \begin{bmatrix} A_{ij}(\lambda) & -D_{ij}(\lambda) \\ -D_{ij}(\lambda) & A_{ij}(\lambda) \end{bmatrix} \]

is not full row rank.

**Proof:**

Based on Theorem

Case 1: \( \lambda \) is not a root of \( B_{ij}(s) \); The system is controllable because \( B_{ij}(\lambda) \neq 0 \), thus the rank of \( M(s) \) is two.

Case 2: \( \lambda \) a root of \( B_{ij}(s) \); In this case \( B_{ij}(\lambda) = 0 \), so \( M(s) \) becomes

\[ M(\lambda) = \begin{bmatrix} A_{ij}(\lambda) & -D_{ij}(\lambda) \\ -D_{ij}(\lambda) & A_{ij}(\lambda) \end{bmatrix} \]

(37)

The last equation shows that the system is uncontrollable if and only if the non-zeros block matrix

\[ \begin{bmatrix} A_{ij}(\lambda) & -D_{ij}(\lambda) \\ -D_{ij}(\lambda) & A_{ij}(\lambda) \end{bmatrix} \]

is not full row rank.

A similar result is also possible with repeated roots where the rank condition would have to be verified for terms that share roots of the same or higher multiplicity.

V. GENERAL CONTROLLABILITY OF DYNAMIC CONSENSUS NETWORKS

The controllability conditions obtained in the previous section cannot be applied for the general dynamic networks, such as identical LTI nodes with dynamic edges or even in the more general case with heterogeneous nodes. This is because of scalability in such dynamic networks. For example, we have a similar result for the four rooms example, but this result will be challenging to apply when considering more rooms or nodes in a dynamic network. Thus, we seek to develop controllability conditions based on node and interconnection (edge) parameters that guarantee the overall dynamic network’s controllability.

The block diagram for the general dynamic networks, heterogeneous nodes with dynamic edges proposed in (21) can be depicted in Fig. 10. From (35), the nodal equation can be written as:

\[ \begin{bmatrix} A_{p,i}(t) \\ y_{p,i}(t) \end{bmatrix} = \begin{bmatrix} A_{p,i} & B_{p,i} \end{bmatrix} \begin{bmatrix} u_{p,i}(t) \\ y_{p,i}(t) \end{bmatrix}, \]

(39)

where \( x_{p,i}(t) \in \mathbb{R}^{n_i}, u_{p,i}(t) \in \mathbb{R}^{m_i}, y_{p,i}(t) \in \mathbb{R}^{p_i} \) denote the state, input, and output, respectively, of node \( i \) for \( i = 1, \ldots, N \) and \( A_{p,i}, B_{p,i}, C_{p,i} \) are constant matrices with appropriate dimensions. If we define the vectors \( x_{p,i}(t) = [x_{p,1}(t)^T, \ldots, x_{p,N}(t)^T]^T, u_{p,i}(t) = [u_{p,1}(t)^T, \ldots, u_{p,N}(t)^T]^T, \) and \( y_{p,i}(t) = [y_{p,1}(t)^T, \ldots, y_{p,N}(t)^T]^T \), we can write (39) in a matrix form as

\[ \begin{bmatrix} x_{p,i}(t) \\ y_{p,i}(t) \end{bmatrix} = \begin{bmatrix} A_{p,i} & B_{p,i} \end{bmatrix} \begin{bmatrix} u_{p,i}(t) \\ y_{p,i}(t) \end{bmatrix}, \]

(40)

where \( x_{p,i}(t) \in \mathbb{R}^{n}, u_{p,i}(t) \in \mathbb{R}^{m}, y_{p,i}(t) \in \mathbb{R}^{p}, n = \sum_{i=1}^{N} m_i, m = \sum_{i=1}^{N} m_i, p = \sum_{i=1}^{N} p_i, A_{p} = \text{diag}(A_{p,i}), B_{p} = \text{diag}(B_{p,i}), \) and \( C_{p} = \text{diag}(C_{p,i}). \)

Note that the input vector into the nodes \( u_{p,i}(t) \) (see Fig. 11) is given by:

\[ u_{p,i}(t) = u(t)^{n_i} + u^*(t), \]

(41)

where \( u^*(t) = [u_1^*(t)^T, \ldots, u_N^*(t)^T]^T \) is the input vector from the environment to the nodes in the dynamic network and \( u^*(t) = [u_1^*(t)^T, \ldots, u_N^*(t)^T]^T \) is the input vector from the dynamic topology (edges) to the nodes. Assume that the interconnections (edges) of the dynamic topology are modeled by transfer functions \( c_{ij}(s) = \lambda_{ij}(s) \). Thus, the dynamic consensus protocol that describes the dynamic topology is given in the frequency domain by the following equations:

\[ u_{p,i}^*(s) = \sum_{j \in N_{p,i}} \lambda_{ij}(s)(y_{p,j}(s) - y_{p,i}(s)), \]

(42)

Note that the outgoing convention has been used for describing the dynamic topology. The dynamic consensus protocol (42) can be expressed in a matrix form as:

\[ u^*(s) = -L^{out}(s)y_p(s), \]

(43)

where \( L^{out}(s) \) is the outgoing, dynamic Laplacian matrix defined in (26) as

\[ L^{out}(s) = B_D^{out}(s)B_S^{out} + B_D^{out}(s)S^{in} = B_D^{out}(s)S_D^{out}, \]

(44)
where $B_D^{out}(s)$ and $B_S$ are the dynamic outgoing incident matrix and dynamic incident matrix, respectively, and these matrices are defined in Section III for the example shown in Fig. 8.

Combining (43) and (44), we get

$$u^e(s) = -B_D^{out}(s)B_S^T y_p(s),$$

(45)

where $B_D^{out}(s)$ matrix captures the dynamics of the edges in the dynamic topology (each column in $B_D^{out}(s)$ describes the dynamic of an edge $e_{ij}(s) = \lambda_{ij}(s)$) and $B_S$ matrix captures the interconnections between the nodes and the edges in the dynamic network.

If the $B_S^{out}(s)$ matrix has a state space realization $(A_e, B_e, C_e, D_e)$, the dynamic topology model (45) can be written in the time domain as:

$$\dot{x}_e(t) = A_e x_e(t) - B_e B_S^T y_p(t)$$

$$u^e(t) = C_e x_e(t) - D_e B_S^T y_p(t),$$

(46)

where $x_e(t) \in \mathbb{R}^n$ is the state vector of the matrix $B_S$ and $A_e, B_e, C_e, D_e$ are constant matrices with appropriate dimensions.

Combining (40), (41) and (46), the overall representation of the dynamic consensus network with $N$ (LTI) heterogeneous nodes and dynamic edges can be written as:

$$\begin{bmatrix} \dot{x}_p(t) \\ \dot{x}_e(t) \end{bmatrix} = \begin{bmatrix} A_p - B_p D_p B_S^T C_p & B_p C_e - B_e \bar{B}_e \\ -B_e B_S^T C_p & A_e \end{bmatrix} \begin{bmatrix} x_p(t) \\ x_e(t) \end{bmatrix} + \begin{bmatrix} B_p \\ 0 \end{bmatrix} u^{in}(t),$$

$$y(t) = \begin{bmatrix} C_p \\ 0 \end{bmatrix} \begin{bmatrix} x_p(t) \\ x_e(t) \end{bmatrix}.$$  

(47)

Define $\bar{D}_e = D_e B_S^T$ and $\bar{B}_e = B_e B_S^T$, the system (47) can be rewritten as:

$$\begin{bmatrix} \dot{x}_p(t) \\ \dot{x}_e(t) \end{bmatrix} = \begin{bmatrix} A_p - B_p \bar{D}_e C_p & B_p C_e - B_e \bar{B}_e \\ -B_e \bar{B}_e C_p & A_e \end{bmatrix} \begin{bmatrix} x_p(t) \\ x_e(t) \end{bmatrix} + \begin{bmatrix} B_p \\ 0 \end{bmatrix} u^{in}(t),$$

$$y(t) = \begin{bmatrix} C_p \\ 0 \end{bmatrix} \begin{bmatrix} x_p(t) \\ x_e(t) \end{bmatrix}.$$ 

(48)

From the overall representation of the dynamic network (48), the kernel representation of this system can be expressed by:

$$\begin{bmatrix} sI_n - A_e + B_p \bar{D}_e C_p & -B_e \bar{B}_e \\ \bar{B}_e C_p & sI_n - A_e \end{bmatrix} \begin{bmatrix} x_p(t) \\ x_e(t) \end{bmatrix} + \begin{bmatrix} B_p \\ 0 \end{bmatrix} u^{in}(t) = 0,$$ 

(49)

Using the above kernel representation (49), the following theorem is a direct result of applying the Theorem 4.1 above:

**Theorem 5.1:** The dynamic consensus network (47) is controllable if and only if the rank of

$$sI_n - A_e + B_p \bar{D}_e C_p - B_e \bar{B}_e$$

is the same for all $s \in \mathbb{C}$.

A proof of this theorem can be done directly. Alternately, we can use Theorem 9.4 in [20], which states that for two systems $S_1$ and $S_2$ connected in feedback configuration shown in Fig. 11, the closed-loop system is controllable if $S_1, S_2$, and the series connection $S_1 S_2$ are each controllable. The latter condition requires that no pole of $S_2$ is a zero of $S_1$. Using this result, we can state the following:

**Theorem 5.2:** The dynamic network described by (47) is controllable if each of the following is true:

1. The system of nodes defined by (40) is controllable.
2. The system of edges defined by (46) is controllable.
3. No pole of the edge system (46) is a transmission zero of the node system (40).

**Proof:**

From Theorem 5.1, we can rewrite $\tilde{Q}(s)$ in (49) as

$$\tilde{Q}(s) = \tilde{Q}_1(s) \tilde{Q}_2(s),$$

(50)

where

$$\tilde{Q}_1(s) = \begin{bmatrix} I_n & 0 & 0 \\ 0 & B_e & sI_n - A_e \end{bmatrix},$$

$$\tilde{Q}_2(s) = \begin{bmatrix} sI_n - A_e & -B_p \\ \bar{B}_e C_p & 0 \\ 0 & I_n \end{bmatrix}.$$ 

(51)

From (51), condition 2. in this theorem implies that the rank($sI_n - A_e, \bar{B}_e$) is $n$, for all $s$ and then rank($\tilde{Q}_1(s)$) = $n + \bar{n}$, for all $s$. For $s \in \lambda(A_e)$, the third condition implies that the rank($\tilde{Q}_2(s)$) = $n + p + \bar{n}$, for all $s \in \lambda(A_e)$, where $p = \sum_i p_i$ is the dimension of the output vector $y_p(t)$ of the system.

Applying Sylvester’s rank inequality (see [21] and [22]) in the equation (50), we get

$$n + \bar{n} \geq \text{rank}(\tilde{Q}(s)) \geq \text{rank}(\tilde{Q}_1(s)) + \text{rank}(\tilde{Q}_2(s)) - d,$$

(52)

where $d = n + p + \bar{n}$ is the number of columns in the matrix $\tilde{Q}_1(s)$.

From (52) and (51), we can rewrite the last inequality as

$$n + \bar{n} \geq \text{rank}(\tilde{Q}(s)) \geq (n + \bar{n}) + (n + p + \bar{n}) - (n + p + \bar{n}).$$

(53)

1. A transmission zero for $\dot{x} = Ax + Bu$, $y = Cx$ is a value $\lambda \in \mathbb{C}$ such that $\text{rank}(\lambda I_n - A, B) = 0$. Transmission zeros correspond to terms $e^{\lambda t}$ that will not appear in the output when they are in the input.
From the above equation we can conclude that the \( \text{rank}(Q(s)) = n + r_i \) for all \( s \in \lambda(A_e) \) and then the rank of the matrix \( Q(s) \) is the same for all \( s \) and hence the system is controllable.

Note that Theorem 5.1 and Theorem 5.2 are equivalent. The controllability conditions introduced in Theorem 5.2 are attractive because it concludes that in addition to the controllability of the nodes and edges, controllability requires the poles of the edges not to match the transmission zeros of the nodes. Furthermore, the third condition can be investigated using only the region of the eigenvalues because it concludes that in addition to the controllability of the system matrix \( A_e \). This makes controllability analysis more straightforward because it can be analyzed using only the bounds of \( \lambda(A_e) \) or by simply checking the poles and zeros of the nodes and edges dynamics.

VI. CONCLUSION

This paper studied a generalization of consensus network problems whereby the network edges’ weights are no longer modeled as static gains. Instead, they are represented as dynamic systems coupling the nodes. We call such networks dynamic consensus networks because, under some conditions, all node variables converge to a common value called a consensus. We presented examples of how dynamic graph consensus networks can be used in applications. Details are given on modeling thermal processes in buildings as directed dynamic graphs were presented. Motivated by these examples, a framework was proposed for dynamic graphs and dynamic consensus networks. This framework introduced the idea of dynamic degree, adjacency, incident, and Laplacian matrices in a way that naturally extends these concepts from the static case. The dynamic consensus networks addressed herein considered various dynamics of nodes and interconnection topology, including (1) directed dynamic networks with integrator nodes and real-rational transfer function edges; (2) undirected dynamic networks with integrator nodes and strictly-positive-real transfer function edges; and (3) undirected dynamic networks with identical linear time-invariant nodes and dynamic edges. We used the established aspects and properties of the defined dynamic graph theory in conjunction with the behavioral approach to developing a controllability-analysis methodology for dynamic networks. Additionally, the dynamic interconnection topology application in analyzing the interconnections of nodes to establish controllability analysis was demonstrated. The behavioral approach was described, followed by a discussion of its use in the two-rooms example’s controllability. This led to presenting the resulting general usage of dynamic graph theory in conjunction with the behavioral approach for controllability-analysis of dynamic consensus networks.
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Abstract—Distributed systems are widely used to share tasks in various systems which communicate to each other. One main reason to use these systems is their ability to keep each system's privacy and share only the required information. The success of these systems relies on robust communications among their nodes. Advances in network and communication technologies have led to a more robust quality solution for distributed problems as these systems heavily rely on network robustness and stability. Despite this progress, the communication problems such as delay, loss, and noise still exist in many environments that have dramatically affected the quality of distributed problem solutions. In some recent studies, these issues have been explored partially; however, the need to investigate these issues' impact specifically when combined seems necessary. This article studies the effect of message loss while there is a chance of distortion in the receiving messages. To have a better view of communication issues, both static and dynamic problems are tested. Three distributed algorithms, Distributed Stochastic Algorithm (DSA), Distributed Breakout Algorithm (DBA), and Max-Gain Message algorithm (MGM), are chosen to be tested in these environments, and their performance has been compared to each other. Test results show that all three algorithms are highly impacted by network instability, while DSA provides better results in general.
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I. INTRODUCTION

Recent advances in network technology have provided a relatively robust environment for many distributed systems. Especially the 5-G, despite its challenges, seems will provide a more promising network reliability (Andrews et al., 2014). This progress can connect many heterogeneous devices and systems possible through the Internet of Things (Kiran, 2019; Mira, 2019). Nonetheless, in many cases having a robust and reliable network is difficult. The existence of distributed systems relies on communication among various parts (nodes) of them. Without a trustworthy network, distributed systems cannot exchange information promptly. For various reasons, a problem might be distributed over a network of solvers that work together to solve a problem. The need to maintain the privacy of individual systems or limit the amount of information shared or the computing power is why one may use distributed systems rather than centralized ones. Some of the main problems that distributed systems have solved are constraint satisfaction problems (CSP) and constrain optimization problems (COP). Distributed supply change managements (Alemany, Esteso, Ángel Ortiz, & del Pino, 2021) and various versions of path-finding (Yao, Qi, Wan, & Liu, 2019; Samadidana, Paydar, & Jouzdani, 2017) are just two examples of thousands of such problems. Generally, distributed algorithms share the tasks among various individual systems known as nodes (or agents). Each node is responsible for solving the local problem while communicating with other system nodes to solve the whole problem. Hence, the key to having a robust solution is exchanging the most up-to-date information in a timely manner. However, even a reliable network might face noise that can adversely impact the distributed algorithms’ performance. Delay in communication and loss of messages are very common issues. Several studies such as (Samadidana, 2019; Wahbi & Brown, 2014) have investigated issues such as communication delay and loss and explored the effect of various sources of information stagnancy.

In this study, the performance of three distributed algorithms used to solve distributed constraint optimization problems (DCOP) has been analyzed. It should be noted that this work extends the findings presented at IEEE CCWC 2021 conference (Samadidana, 2021). To have a better understanding of the communication issues, both static and dynamic DCOP problems are tested. Moreover, this paper investigates the effect of communication delay and loss on these problems while there are some chances that the delivered messages are noisy and contain invalid information. To the author’s best knowledge, this work is the first study that considers the combination of various sources of information stagnancy in DCOP problems. This study aims to advance the research community’s knowledge of information stagnancy in distributed problem-solving. The algorithms that are used in this paper are DSA (Zhang, Wang, & L. Wittenburg, 2002), DBA (Yokoo & K. Hirayama, 1996), and MGM (Maheswaran, Pearce, & D, 2004). These algorithms are chosen as each represents a different approach to solve the DCOP problems. However, in all of them, the nodes communicate the latest information with each other. The structure of this paper is as follows: In Section II, Distributed Constraint Optimization Problems (DCOP) and Dynamic DCOP (DynDCOP) problems are introduced. Section III describes the three distributed algorithms. Test results are explained in Section IV. This section is divided into two subsections to investigate both static (Subsection IV-A) and dynamic problems (Subsection IV-B). Finally, in Section V the study is concluded, and the results are summarized.
II. DEFINITIONS AND BACKGROUND

A. Constraint Satisfaction Problems (CSP)

A Constraint Satisfaction Problem (CSP) is described as following (Russell & Norvig, 2020):

- A set of \( n \) variables: \( V = \{v_1, \ldots, v_n\} \).
- Discrete, finite domains for each variable: \( D = \{D_1, \ldots, D_n\} \)
- A set of constraints \( C = \{c_1, \ldots, c_m\} \) such as density and tightness.

The problem is defined as finding a set of parameters such as density and tightness. Density of a CSP problem is defined as the problem to satisfy all the constraints or to conclude that no solution exists. CSP problems are known by some of its characteristics, such as the problem does not change over time, which means the structure of the problem never changes.

Based on the definition, \( D_{i,j} \) is a pair of domain values that have been assigned to variables \( i \) and \( j \). In addition, a constraint can be set either to true or false. The goal of solving a CSP problem is to find one or more solutions on the cost or gain function among variables. Following definition describes a distributed COP (DCOP) problems \( P = (V, A, D, C) \) as (Yokoo & Durfee, 1991):

- A set of \( n \) variables: \( V = \{v_1, \ldots, v_n\} \).
- A set of \( g \) agents: \( A = \{a_1, \ldots, a_g\} \).
- Discrete, finite domains for each variable: \( D = \{D_1, \ldots, D_n\} \).

B. Distributed Constraint Optimization Problems (DCOP)

As mentioned, the goal of solving a CSP problem is to find out if the constraints can be satisfied. Similarly, a Constraint Satisfaction Problem (COP) problem can be defined based on the cost or gain function among variables. Following definition describes a distributed COP (DCOP) problems \( P = (V, A, D, C) \) as (Yokoo & Durfee, 1991):

- A set of \( n \) variables: \( V = \{v_1, \ldots, v_n\} \).
- A set of \( g \) agents: \( A = \{a_1, \ldots, a_g\} \).
- Discrete, finite domains for each variable: \( D = \{D_1, \ldots, D_n\} \).

The set of \( g \) agents are responsible for managing the variables of the problem. Each agent can be assigned one or more variables. That means an agent will manage the communication among its assigned variables with other variables and try to solve the whole problem while communicating with other agents. Moreover, \( c_{\text{max}} \in C \) is the maximum possible cost (or gain) functions value. In this definition, it is assumed that the problem does not change over time, which means the constraints table is always the same. In other words, the graph structure of the problem never changes.

C. Dynamic Distributed Constraint Optimization Problems (DynDCOP)

In the previous section static DCOP problems are introduced. In this section dynamic DCOP problems (DynDCOP) are explained. A DynDCOP problem can be defined as a sequence of static problems (Dechter & Dechter, 1988). Assume a DCOP problem \( p_t \) at time \( t \) that changes to the problem \( p_{t+1} \) at time \( t + 1 \). The sequence of these static problems \( \{P_0, P_1, \ldots, P_t\} \) over a period of time \( t \) creates a dynamic DCOP problem. The difference between any two consecutive static problems \( p_{t-1} \) and \( p_t \) is the added (\( c_{\text{add}}^t \)), removed (\( c_{\text{del}}^t \)) or changed constraints. Therefore the problem \( P_t \) can be written as (Verfaille & Jussien, 2005):

\[
P_t = P_{t-1} + c_{\text{add}}^t - c_{\text{del}}^t
\]

One can see that in the Eq. 1 the changed constraints are also included. A constraint change can be seen as removing it and adding it back with a new constraint table. As DynDCOP problems change over time, it is possible to measure their change rate (Mailler, 2005):

\[
\frac{\text{rate}}{\text{dt}} = \lim_{\Delta t \to 0} \frac{P_{t+\Delta t} - P_t}{\Delta t}
\]

Eq. 2 can be expanded by including the definition of the problem \( P_t \) at time \( t \). (Mailler, 2005):

\[
\text{rate} = \frac{1}{\Delta t} \sum_{i=t}^{t+\Delta t} \frac{|c_{\text{add}}^t - c_{\text{del}}^t|}{2}
\]

where \( \Delta t \) is the time that the problem \( P_t \) changes to the problem \( P_{t+\Delta t} \).

Since formulating the DynDCOP problem, several researchers have studied these problems’ behaviors and have tried to model their behaviors. Some outstanding work on this area can be found in the work of (Ridgway & Mailler, 2015; Mailler & Zheng, 2014). They showed that DynDCOP problems follow the thermodynamic laws; therefore, the change of solution quality (energy) can be modeled and predicted. Some recent work in this area can be found in (Ridgway & Mailler, 2015; Samadidana & Mailler, 2019).

III. DISTRIBUTED PROTOCOLS

Various distributed algorithms have been designed to solve DCSP problems. In this study, Distributed Stochastic Algorithm (DSA) (Zhang et al., 2002), Distributed Breakout Algorithm (DBA) (Yokoo & K.Hirayama, 1996), and (Maheswaran et al., 2004) are selected to test and analyze the instability of the network. In the following subsections, each algorithm is described briefly. It must be noted that all of these algorithms have been adjusted to be able to solve DynDCOP problems.

A. Distributed Stochastic Algorithm (DSA)

The first algorithm explained is Distributed Stochastic Algorithm (DSA) (Zhang et al., 2002). DSA is a simple algorithm that applies a hill-climbing approach to solve distributed problems. In this algorithm, agents who manage variables communicate and exchange information to get the latest information. The change is done by a fixed probability value \( p \) whenever they have an improvement in their local solution. The local problem in DSA is finding the best assignments to their variables such that the constraints are satisfied (DCSP problems) or the cost/gain functions (DCOP problem) is minimized/maximized. Each agent communicates directly with their direct neighbors using a message called OK? message.
In each time cycle, agents calculate their improvement values based on their local value and the received messages from their direct neighbors. Each OK? message contains the current value assigned to the sender’s variable. Based on the probability \( p \), if agents find an improvement, they change their values and communicates the new value to their neighbors. This process repeats until a fixed number of cycles are reached, or an optimal solution is found. It is worth mentioning that DSA does not guarantee to find the global optimal solution (Leite, Enembreck, & Barthes, 2014). Despite this issue, DSA is very fast and in many problems yields a good solution. From five variants of DSA, DSA-B is used in this paper that allows an agent to change their values despite not having an improvement(Fig. 1).

**B. Distributed Breakout Algorithm (DBA)**

The Distributed Breakout Algorithm (DBA) (Yokoo & K.Hirayama, 1996) is another distributed algorithm similar to DSA works based on communication. However, DBA uses two kinds of messages called ok? and improve?. The ok? message contains the variable’s current value, and the improve? message includes the amount of improvement of the variable’s local problem’s solution. After an agent receives the ok? messages from its neighbors, it calculates its improvement and communicates it with its direct neighbors through improve? messages. Once an agent receives all the improve? messages, it compares its improvement with its neighbors, and if it has a better improvement, it will change its value. DBA uses a weighting mechanism to escape from the quasi-local-minimum by changing the weight of violated constraints. Figures 2 and 3 show the various procedures of DBA.

**C. Max-Gain Message Algorithm**

Max-Gain Message Algorithm (MGM) is another distributed algorithm that, similar to DBA, is a two-phase protocol (Maheswaran et al., 2004). Each agent calculates its maximum gain value and propagates it through the network. If an agent has a higher gain value, it changes its value and notifies its neighbors. Nonetheless, MGM also can suffer from the local minimum issue. Brief pseudocode of MGM is presented in Fig. 4.

**IV. TEST RESULTS**

As mentioned in Section II, several studies have confirmed the negative effect of information stagnancy on distributed problem-solving. Nevertheless, more work is needed to gain a comprehensive view of the effect of information stagnancy. This work provides a detailed examination of various information stagnancy sources, including message loss, delay, and distortion. In order to investigate the effect of communication issues comprehensively, both static and dynamic DCOP problems are evaluated. Moreover, various test parameters are chosen to demonstrate the effects of information stagnancy better. Each test scenario is run 50 times, and the average function is used to summarize the result. A test scenario includes a DCOP problem with a determined tightness, density, and the number of variables. Furthermore, various amounts of noise and loss probability are used to have a combination of
A. Static DCOP Problems

The first part of the tests is dedicated to static problems. In the static problems, the problems do not change over time; hence the distributed algorithms will solve the problems over a fixed number of cycles. Then the final solution (convergence point), which is obtained at the end of the last cycle of solving the problem, is used to determine the algorithms’ performance. The parameters used in this section are as following:

- number of variable = 100
- number of domain value = 3
- density = \{0.02, 0.035, 0.055\}
- tightness = 0.33
- min cost = 1
- max cost = 10
- noise probability =\{0.1, 0.2, 0.3\}

For each combination of parameters, 50 test runs were run, and the average function is used to analyze the result. Each problem contains 100 variables (agents), and each variable can be assigned three domain values. The minimum cost of each constraint is set to 1 and the maximum cost to 10. In addition, to evaluate the impact of the problem densities, three densities are chosen. In each test scenario, various noise probabilities are chosen to investigate the amount of impact.

1) Noisy Environment (No Messages Loss): Let us begin with the scenario where all messages are delivered with a corruption chance. Tables I, II, and III present the total costs (convergence points) of the solutions for DSA, DBA, and MGM respectively. It is clear that the high chance of noise
has decreased the solutions’ quality for all the algorithms. Especially, the noise chance of 0.3 shows a more negative impact on the result. The outputs suggest that DSA performs worse than DBA and MGM. This completely makes sense as DBA and MGM send the latest information constantly. Therefore, even if the noise issue corrupts some messages, in the next cycles, the agents have the chance to send the correct information. In DSA, not all the agents send the latest information in each cycle; therefore, message corruption impacts the solution more dramatically. Even if an agent gets a chance to communicate its value after some cycles, the noise chance might impact it. Besides, the results suggest that MGM works slightly better than DBA, although the difference becomes less apparent as the noise chance increases. Fig. 5 provides a summary of these three algorithms’ results for various noise chances and the density $p = 0.035$.

The result also shows an interesting behavior of MGM and DBA. When both algorithms are tested in an environment with a chance of noise 0.1, they yielded better results than the problems where the communication is perfect. The reason for this peculiar phenomenon is that both DBA and MGM may get stuck in local minima; however, the small amount of noise helped them to be able to improve the solution.

It can be concluded that algorithms that communicate the information more often have a clear advantage in static problems when the noise exists. It must be noted that this advantage comes at the cost of more communication. The number of messages exchanged in DBA and MGM is much higher than the DSA’s. In networks with limited bandwidth, this massive number of communication can be problematic. Therefore, a justification needs to be made to choose the proper algorithm.

<table>
<thead>
<tr>
<th>Noise</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.035</td>
</tr>
<tr>
<td>No Noise (Samadidana, 2019)</td>
<td>223.47</td>
</tr>
<tr>
<td>0.1</td>
<td>217.18</td>
</tr>
<tr>
<td>0.2</td>
<td>236.28</td>
</tr>
<tr>
<td>0.3</td>
<td>235.78</td>
</tr>
</tbody>
</table>

2) Noisy Environment (With Message Loss): In this part, message loss is included in the parameters. Loss probabilities that are tested in this study are 0.1, 0.2, and 0.3. Tables 6, 7, and 8 show the results of solving static problems which are impacted by both noise and message loss. When compared with the results of solving static problems in a perfect environment (no noise and loss issue), it can be observed that all of the algorithms have been impacted dramatically by the communication issues. With a lower chance of message loss and noise, the difference among DSA, MGM, and DBA results is small; however, with a higher chance of communication issues, the difference becomes more evident. For example, in Fig. 8, when the noise and message loss chances are both equal to 0.3, DBA and MGM work much worse than DSA. These results can be compared to the previous sections’ results in which DBA and MGM were showing better results.

To understand the reason for this difference, the structure of DSA, DBA, and MGM must be reviewed. As mentioned in DSA, agents send their information when they have an improvement based on a fixed probability. When the DCOP problem is impacted by noisy communication, the message loss can prevent agents from getting the wrong information. It is worth mentioning that in DSA-B, agents are allowed to change their value even if they do not have an improvement. However, in DBA and MGM, the issue of noise is doubled by the message loss problem. Both DBA and MGM need information from all of their neighbors in order to decide about their values. When some messages are lost, the decision-making process is delayed. This problem is worsened when the noise issue causes delivering invalid messages.
B. Dynamic DCOP Problems

In order to have a comprehensive evaluation of message loss and noise, Dynamic DCOP problems (DynDCOP) are also evaluated. Similar to the previous sections, first, the noise issue in dynamic problems is tested. Then, the effect of having both loss and noise issues on a variety of problems has been tested. The parameters used in this section are the ones used in the static DCOP problems with the addition of the change in the problems.

- all static problems parameters
- change rate={1, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90} of the messages

Here the change rate means the number of added or removed constraints. For example, a change rate of 1 means one constraint is removed, and a new constraint is added. It is evident that in this case, the density of the problems does not change. Each test scenario is tested 50 times, and similar to the static problems, the average function is used to explain the result. First, the DynDCOP problems are tested under noisy conditions and without the message loss issue, followed by the results of solving DynDCOP problems with both noise and message loss issues.

1) Noisy Environment (No Messages Loss): As mentioned, dynamic DCOP problems change over time. In this study, it is assumed that the change rate is constant. Hence, in each cycle, only a determined number of constraints will be changed. Also, the change probability for each constraint is the same. Figures 9, 10, and 11 provide an overview of the results for density \( p = 0.035 \). The results confirm that by increasing the change rate of the problems, they converge to a worse result. Besides, in the absence of noise, algorithms work better (Samadidana, 2019). This is not surprising as distributed algorithms depend on communications; therefore, corruption in messages leads to lower quality solutions. Furthermore, as the noise chance increases, the results become worse; however, the difference among the results for different noise chances becomes smaller at the higher change rates. This phenomenon suggests that the high change rate overshadows the noise issue. Clearly, at the high change rates, the algorithms cannot keep up with the changes. Therefore, agents cannot make correct decisions. Even sending the correct result might not work as there is a chance that the constraints have been changed; therefore, the information will be out of date.

As shown in Fig. 9, DSA is resistant to noise in dynamic DCOP problems, especially for a lower chance of noise such as 0.1 the results are very close to the instances with perfect communication. One reason for the results can be the quickness of DSA to adapt itself to the changes in the environment. Therefore, even with some noise, it still can converge to a good solution. Nevertheless, at the very high change rates, DSA converges to the point (equilibrium point) where no progress can be made. More information can be found in the work of (Ridgway & Mailler, 2015)

Fig. 10 shows the results for DBA. Similar to DSA, with the increase in the noise probability, the results become worse.
However, in DBA, the difference among the results of solving the problems when the communication is perfect is higher than DSA’s. As DBA works in a two-phase model, its decision-making process takes a longer time. Therefore, while the agents are processing the data for the current instance of the problem, the problems have changed to a new instance. The noise issue worsens the situation as the delivered messages for the unchanged constraints might be invalid.

MGM’s result is very similar to the DBA’s, although it shows a slightly better performance. The propagation of data in MGM by the agents can reduce the error of decision-making. However, it works in two phases that can create an unwanted delay in dynamic programs. That is why both DBA and MGM show a worse result compared to DSA.

A summary of solving DynDCOP problems with noisy communication is presented in the figures 12, 13, 14. As discussed, DSA outperforms both DBA and MGM while both DBA and MGM produce very similar results.

2) Noisy Environment (With Message Loss): The last part of the tests is dedicated to solving DynDCOP problems while the problems change over time, and the communication is
Fig. 14. Comparison of convergence points of DSA, DBA, and MGM in noisy dynamic environment with noise chance of 0.3 (Samadidana, 2021)

Fig. 15. Comparison of convergence points of DSA, DBA, and MGM in noisy dynamic environment with noise chance of 0.1 and loss chance of 0.1

Fig. 16. Comparison of convergence points of DSA, DBA, and MGM in noisy dynamic environment with noise chance of 0.1 and loss chance of 0.2

Fig. 17. Comparison of convergence points of DSA, DBA, and MGM in noisy dynamic environment with noise chance of 0.1 and loss chance of 0.3

impacted by both noise and message loss. The parameters used in this section are the ones used in the previous sections in addition to the message loss probability of 0.1, 0.2, and 0.3. All three distributed algorithms have been tested under the mentioned conditions to explore the effect of both noise and message loss.

Figures 15-23 show the result for DynDCOP problems with various densities $p = 0.02, 0.035, 0.055$ for DSA, DBA, and MGM respectively. Similar to the DynDCOP problems with noise issue and without the message loss problem, DSA had provided better results. Here, DSA outperforms two other algorithms. MGM and DBA had very similar results. Interestingly in the problems with higher density, the difference among the results becomes less apparent. This suggests that algorithms cannot keep up with the number of changes in the problems in the more dense problems. It must be noted that with a higher density amount, the number of variables that are impacted increases. Hence, the error amount produced by noise or message loss also increases.

All algorithms show a sharp increase in the convergence points than the static problems without noise or message loss. For example, for a problem with a density of 0.02 DSA, DBA, and MGM yield 236.23, 215.06, and 217.18, however, with a change rate of 1 and noise and message loss probabilities both equal to 0.1, the convergence points become 264.32, 254.94, and 256.65 respectively. With the same chance of noise and noise probability 0.2, the convergence points increase to 267.15, 273.92, and 280.81. Similarly, for all other densities, noise and message loss probabilities pattern repeats. By looking at another side of the results when the change rate is very high, it is visible that none of the algorithms can improve the solutions. Even DSA that works in one phase and is fast cannot produce better results compared to DBA and MGM.
Fig. 18. Comparison of convergence points of DSA, DBA, and MGM in noisy dynamic environment with noise chance of 0.2 and loss chance of 0.1

Fig. 19. Comparison of convergence points of DSA, DBA, and MGM in noisy dynamic environment with noise chance of 0.2 and loss chance of 0.2

Fig. 20. Comparison of convergence points of DSA, DBA, and MGM in noisy dynamic environment with noise chance of 0.2 and loss chance of 0.3

Fig. 21. Comparison of convergence points of DSA, DBA, and MGM in noisy dynamic environment with noise chance of 0.3 and loss chance of 0.1

Fig. 22. Comparison of convergence points of DSA, DBA, and MGM in noisy dynamic environment with noise chance of 0.3 and loss chance of 0.2

Fig. 23. Comparison of convergence points of DSA, DBA, and MGM in noisy dynamic environment with noise chance of 0.3 and loss chance of 0.3
V. CONCLUSION

The advances in network technologies have provided a robust communication environment for many distributed systems. Nevertheless, despite all the progress, not all distributed systems work in a perfect environment. Issues such as noise and message loss may dramatically impact the performance of distributed algorithms. In this study, three distributed algorithms DSA, DBA, and MGM, are tested to analyze the effect of both noise and message loss. The result confirms that all of the algorithms are highly impacted by communication instability. DSA shows better results in many cases; however, in dynamic DCOP problems, its performance is degraded. Results confirm that fast, responsive algorithms are better candidates for solving DynDCOP problems. In future works, the DynDCOP problems in which other problems’ parameters such as density change over time will be studied.

ACKNOWLEDGMENT

The author would like to thank the anonymous reviewers for their time.

REFERENCES


Study of Behaviors of Multi-Source Rauch Filters

MinhTri Tran*, Anna Kuwana, Haruo Kobayashi

Division of Electronics and Informatics, Gunma University, Kiryu 376-8515, Japan
* trantri.ks@gmail.com; kuwana.anna@gunma-u.ac.jp; koba@gunma-u.ac.jp

Abstract— This paper presents a study of behaviors of high-order multi-source Rauch filters based on the characteristics of complex functions. The advantages of Rauch’s connections are an easier selection of circuit components and a simpler design in fully differential forms and complex topologies. A general superposition formula is also introduced for deriving the transfer functions of multi-source transmission networks such as fully differential amplifiers, fully differential low-pass filters, polyphase filters, complex filters, and quadrature signal generation circuits because the shapes of any motions and the characteristics of any transmission networks are analyzed based on superposition principle. The proposed Nichols chart of the self-loop function is used to do the ringing test for high-order Rauch low-pass filters because it can be easily calculated using MATLAB, simulated using SPICE, and measured in Network analyzers. The innovation of Nichols chart of self-loop function is a useful tool for the ringing test for high-order networks. The simulation results of the phase margin at unity gain of the self-loop function in a proposed design of the 4th-order Rauch low-pass filter are 74 degrees (over-damping region), 68 degrees (critical damping region), and 59 degrees (under-damping region). The pass-band gain and the image rejection ratio of the proposed design of a 4th-order Rauch complex filter are 12 dB and 32 dB, respectively. It’s shown that complex functions play an important role in mathematical models of motion in the multi-source networks.

Keywords—Ringing Test, Self-Loop Function, Nichols Chart, Rauch Filter, Multi-Source Network, Superposition Principle.

I. INTRODUCTION

Modeling of motion is one of the most important topics in physical science because everything in the universe moves (such as electrons, protons, photons, people, stars, galaxies, and so on...). Complex functions which imaginary unit j represents a 90-degree phase shift are used to describe the shapes of the natural motion in both two-dimensional and three-dimensional domains which are investigated in both time domain and frequency domain. In theoretical analysis and practical measurement, the characteristics of the natural waveforms and the real behaviors of their transmission networks are usually projected in a specific referent complex plain which is investigated at time variation or at frequency variation. In addition, sinusoidal signals are the projections of helix waves on a normal plain. Therefore, helix waves are proposed to analyze the behaviors of analogue signals such as sinusoidal signals, multi-harmonic signals, multi-phase signals in both time and frequency domains [1].

Rauch filters as a class of multi-feedback filters are popular and applied in modern electronics. These filters are often compared with Sallen-Key filters [2]. The motivation of this study on high-order multi-source Rauch filters based on complex functions comes from the high quality of the performance requirements of high-order systems. The conventional concept of loop gain is used to do the stability test in many research papers, textbooks, and commercial products because ringing is a wasteful power. However, the theoretical calculation, the laboratory simulation and the practical measurement of loop gain are not unique, so it is not used to investigate the operating regions of high-order systems. The observation of the phase margin at unity gain of the self-loop function helps us determine the operating regions of high-order systems quickly. With the proposed superposition formula, the transfer functions of high-order complex filters and polyphase filters are easily derived and investigated in both positive and negative frequency domains. The behaviors of multi-source networks are clarified by the theoretical analysis, the laboratory simulations, and the practical measurements.

The main contributions of this work are the analysis of helix waves, the ringing test for a 4th-order fully differential Rauch low-pass filter and the derivation of the transfer function and the image rejection ratio of a 4th-order Rauch complex filter. The proposed Rauch complex filter overcomes some limitations of the conventional filters such as high power-loss in case of high-order RC polyphase filters, and large power-consumptions in case of high-order complex filters. Helix waves are considered as fundamental waveforms of the natural motion. In addition, the use of the superposition formula is a fast network analysis method for high-order multi-source systems.

This paper contains 7 sections. Some basic concepts for modelling of motion are presented in Section II. The classification of the analogue signals is presented in Section III. Section IV shows the proposed superposition formula for deriving the transfer functions of the multi-source systems. The ringing test for high-order Rauch low-pass filters is performed in Section V. The behaviors of a 4th-order Rauch complex filter are investigated in Section VI. The main points of this work are summarized in Section VII.

II. BASIC CONCEPTS FOR MODELING OF MOTION

A. Roles of motion models

This section will recall the roles of mathematical models of motion in physical sciences. The state of the object is usually investigated using Cartesian coordinate systems in both two-dimension and three-dimension domains. The shapes of objects are often projected from a referent three-dimension to a referent two-dimension domain. However, the Cartesian coordinate systems are not widely used in the mathematical models of motion because it is very difficult to express the shapes of motion of a natural signal using a pair of numerical coordinates, or a triplet of numerical coordinates at time variation. Therefore, the study of complex numbers in a referent plane continues and has been enhanced in many centuries [3].

A set of complex numbers is also called a complex function which describes the shape of a motion at time variation or the behaviour of a transmission network at frequency variation [4]. It is also known that complex
functions arise for a wide variety of reasons and are studied because they may be physically significant and hence cannot be neglected in mathematical models of motion in both time and frequency domains and in both two-dimensional and three-dimensional domains [5]. Moreover, the waveform of a natural motion is often expressed in three-dimensional domain. For instance, the shape of a water drop from a faucet in three-dimension domain is given in (1). The waveform of the water drop is shown in Fig. 1.

\[ V(t) = \begin{cases} 
\text{Re}(t) = t \cos(t); \text{Im}(t) = t \sin(t); A(t) = -\frac{10}{2\sqrt{2}} \sin(t) \end{cases} \]  

(1)

The quantitative tools and concepts needed to understand the physical nature of motion in multi-source networks are challenging. It is difficult to investigate the characteristics of a real motion of multi-source networks in both theoretical analysis and practical measurement because the basic theories for large-scale systems are not widely studied [6]. Therefore, the behaviors of a real motion are usually investigated in two-dimensional domain where the shape of waveforms and characteristics of transmission networks are projected in the specific referent complex planes and observed at time variation or at frequency variation [7].

![Fig. 1. Waveform of a water drop in a three-dimensional domain.](image1)

(Please note: The image is not shown here as it is part of the document's visual content.)

B. Meaning imaginary unit in complex numbers

The meaning of imaginary unit in two-dimensional and three-dimensional domains is explained in this section. Complex numbers can be efficiently used for the solutions of polynomial equations because it holds all of the other numbers such as real numbers, rational numbers, and irrational numbers. Although the basic concepts of complex numbers are well known in a simplest equation \( x^2 + 1 = 0 \), the meaning of imaginary unit \( j \) and its applications might not be understood [8].

It’s well known that Euler's formula is a mathematical formula in complex analysis that establishes the fundamental relationship between the trigonometric functions and the complex exponential function. Euler's formula is ubiquitous in mathematics, physics, and engineering because Euler's formula evaluates to \( e^{\theta} + 1 = 0 \). It is very easy to proof this formula using a power series for sine function \( \text{A}\sin(\omega t + \beta_0) \) and cosine function \( \text{A}\cos(\omega t + \beta_0) \) at a specific time in (2). However, it is very difficult to clarify the differences of signal spectrum and system spectrum using Euler's formula or a power series of a complex number because the time and frequency domains of a system are analysed separately [9]. In other words, the waveform and spectrum in time and frequency domains are not well defined in the Euler's formula. Moreover, sinusoidal waves are the shapes of the natural periodic motions which are projected on a referent plane [10]. Therefore, the Euler's formula is not used in the mathematical model of motion because sine and cosine waves on two different planes cannot be added.

\[
\begin{align*}
  e^{\theta} &= 1 + \frac{\theta^2}{1!} + \frac{\theta^4}{2!} + \frac{\theta^6}{3!} + \frac{\theta^8}{4!} + \ldots + \sum_{n=0}^{\infty} \frac{\theta^{2n}}{2n!} \\
  \cos(\theta) &= 1 - \frac{\theta^2}{2!} + \frac{\theta^4}{4!} - \frac{\theta^6}{6!} + \ldots + \sum_{n=0}^{\infty} \frac{(-1)^n \theta^{2n}}{(2n)!} \\
  \sin(\theta) &= \theta - \frac{\theta^3}{3!} + \frac{\theta^5}{5!} - \frac{\theta^7}{7!} + \ldots + \sum_{n=0}^{\infty} \frac{(-1)^n \theta^{2n+1}}{(2n+1)!} \\
  e^{j\theta} &= \sum_{n=0}^{\infty} \frac{(-1)^n \theta^{2n}}{(2n)!} + j \sum_{n=0}^{\infty} \frac{(-1)^n \theta^{2n+1}}{(2n+1)!} = \cos(\theta) + j \sin(\theta)
\end{align*}
\]

(2)

For example, the sine functions \( V_1(t) = \text{A}\sin(\omega t + \beta_0) \) and \( V_2(t) = j\text{A}\sin(\omega t + \beta_0) \) where the amplitude is one \((A=1)\), the angular frequency \( \omega \) is one \((\omega=2\pi f=1)\), and the original phase is zero \((\beta_0 = 0)\) on the horizontal and vertical planes (or real and imaginary planes) are given in (3). Fig. 2 shows the waveforms of two sinusoidal functions \( V_1(t)=\text{sin}(t) \) and \( V_2(t)=\text{j}\text{sin}(t) \) on the vertical and horizontal planes at time variation.

\[
\begin{align*}
  V_1(t) &= \{ \text{Re}(t) = \sin(t); \text{Im}(t) = 0; A(t) = 1 \} \\
  V_2(t) &= \{ \text{Re}(t) = 0; \text{Im}(t) = \sin(t); A(t) = 1 \}
\end{align*}
\]

(3)

There are three main factors that set up a model of motion including signal source, transmission network, and time [11]. In time domain, signal sources can be periodic signals (sinusoidal waves, square waves, and so on...), or non-periodic signals. The spectra of signal sources are analysed in frequency domain. Moreover, signal sources can be divided into the single-phase source and the multi-phase source according to the single-ended network and the multi-source network. The transmission network will affect the phase and the amplitude of the signal source in different ways. Transmission networks are usually analyzed in frequency domain. Complex functions are used to express both signal sources and transmission networks. Imaginary unit \( j \) represents the 90-degree phase shift from a referent...
axis in two-dimension domain, or a referent plane in three-dimension domain [12].

In mathematical models of signal sources, complex functions can be expressed in both time and frequency domains. Sine and cosine waves are the shapes of helix waves in different planes. The amplitude in time domain and the magnitude in frequency domain of a sinusoidal signal are not the same. The phase-order of multi-phase signals determines the polarity of complex signals which are called positive and negative polyphase signals [13]. Up to now, the fundamental concepts of helix waves, single-ended signals, complex signals, and polyphase signals are not well defined in both time and frequency domains. In addition, multi-source transmission networks are widely used in wireless communication systems such as fully differential amplifiers, fully differential low-pass filters, polyphase filters, complex filters, and quadrature signal generation circuits while a general stability test for high-order multi-source systems, and a superposition formula for deriving the transfer functions and the image rejection ratios of multi-phase systems are still not introduced [14].

C. Limitations of conventional complex functions analysis

There are some limitations of the conventional methods such as ordinary differential equations, superposition theorem, Nyquist stability condition. Ordinary differential equations are used in many mathematical models of motions [15]. Based on Euler's formula, a second-order ordinary differential equation can be solved easily. In addition, Fourier's transforms, Laplace’s transforms, and Hilbert’s transforms can be also used to analyse some differential equations of some basic multi-source mechatronic networks in the frequency domain. However, the inability to explicitly solve high-order differential equations arises in elementary courses. One frequently gets the impression that these equations can usually be solved that explicit formulas for the solutions can usually be found in terms of powers, exponentials, and trigonometric functions which are complex functions. Therefore, mathematical models for energy propagations of objects based on complex functions are studied many recent decades [16].

In mathematical models of transmission networks, complex functions can be plotted in Nyquist diagram, Bode plot, and Nichols chart. Kirchhoff’s laws lead to the conventional superposition principle for mathematical modeling that describe the relationship between the input and output of electronic systems [17]. However, it takes several times to analyze the behaviors of multi-source networks because the effects of each source should be considered independently. It requires that some signal sources should be removed and replaced without affecting the final result. The application of the conventional superposition principle becomes a painful experience when a high-order multi-phase network is analyzed because it requires a huge amount of hand calculation [18]. Therefore, a superposition formula is introduced for deriving the transfer functions and the image rejection ratios in these multi-phase networks.

In high-order electronic feedback and non-feedback systems, ringing or overshoot voltage causes extra current to flow, which leads to thereby wasting energy, causing extra heating of the components, and making the system unstable [19]. Ringing occurs in both passive and active circuits, and it happens in both feedback and non-feedback systems. Ringing makes the feedback systems unstable. Therefore, the stability test should be done. The stability test is a valuable tool for analyzing high-order systems. Learners, however, often find this topic confusing and difficult to understand [20]. Some reasons for this difficulty and confusion are the derivation of the loop gain in feedback systems and the assumptions of the feedback analysis [21]. Furthermore, it is difficult to analyze the response of overshoot and undershoot of a high-order network, because the corresponding inverse Laplace transform of the response is difficult to compute analytically [22].

The Nyquist diagram of loop gain cannot be applied for high-order linear electronic systems because Nyquist’s stability condition does not show the operating regions of a linear network. Moreover, the Nichols chart of loop gain is only used in MATLAB simulation. And, it is not widely used in practical measurements. As a result, Nichols chart of the self-loop function is used to study the operating regions and compute the phase margins of high-order multi-source systems [23]. The inspection of the Nichols chart allows the determination of the exact values of the phase margin at unity gain of the self-loop function in a transfer function. Hence, there is no need to use the Nyquist criterion which is an important stability test with applications to adaptive feedback systems. Furthermore, the phase margin allows the prediction of ringing that drives the system unstable. Therefore, the investigation of phase margin at unity gain of the self-loop function has been the focal point of many extensive research works [24].

III. CLASSIFICATION OF ANALOGUE SIGNALS

A. Behaviors of helix waves

In this section, the properties of helix waves are presented. The sine and cosine waves are the projections of the helix waves on different reference planes. Helix waves are the fundamental waveforms in mathematical models of motion [25]. The patterns of motion in the coil (or inductor), spring pendulum are helix waves. In general, helix waves can be used to express the behaviours of a periodic motion at time variation. The polarity of a helix wave is conventionally determined based on the direction of motion in the transmission network. In the anti-clockwise direction, a positive helix function \( V_{he}(t) \) is written in (4). A positive helix function \( V_{he}(t) = Ahe(\alpha_{t}+\Omega_{e}) \) can be expressed separately in three axis functions: real function \( \text{Re}(t) = V_{he}(t) = A\cos(\alpha_{t}+\Omega_{e}) \), imaginary function \( \text{Im}(t) = V_{me}(t) = A\sin(\alpha_{t}+\Omega_{e}) \), and altitude function \( A(t) = t \). Here, the amplitude is \( A \) and the positive rotation angle function is \( \Omega_{e}(t) = \alpha_{t}+\Omega_{e} \). Fig. 3 shows the positive helix function \( V_{he}(t) = he(t) \) at a specific angular frequency \( \alpha_{t} = 2\pi f_{0} = 1 \) on the complex plane at time variation. The spectrum of the positive helix wave is given in (5).

\[
V_{he}(t) = Ahe(\alpha_{t} + \Omega_{e}) = \begin{bmatrix}
\text{Re}(t) = A\cos(\alpha_{t} + \Omega_{e}) \\
\text{Im}(t) = A\sin(\alpha_{t} + \Omega_{e}) \\
A(t) = t
\end{bmatrix}
\]

(4)

In the clockwise direction, a general negative helix function \( V_{he}(t) \) is written in (6). The negative helix function \( V_{he}(t) \) in three separated axis functions are real function
Re(t)=V_{cos}(t) = A\cos(-\omega_0 t - \theta_0), imaginary function Im(t) = V_{sin}(t) = A\sin(-\omega_0 t - \theta_0), and altitude function A(t)=t. Here, the negative rotation angle function is \( O_h(t)=\omega_0 t - \theta_0 \). Fig. 4 shows the negative helix function \( V_{he}(-t) = \he(-t) \) at the specific angular frequency \( (\omega_0=2\pi f_0=1) \) on the complex plane. The spectrum of the negative helix wave is given in (7). In the time domain, the amplitudes and the phases of helix, cosine and sine waves are the same. However, the amplitude in time domain and the magnitude in frequency domain of these waves are not the same.

\[
V_{he_+}(t) = \heh(\omega_0 t - \theta_0) = \begin{bmatrix}
\Re(t) = A\cos(-\omega_0 t - \theta_0) \\
\Im(t) = A\sin(-\omega_0 t - \theta_0) \\
A(t) = t
\end{bmatrix}
\]

|| | |
|---|---|
|1| 2 |
|2| 3 |

\[
|V_{he_+}(T_0)| = |\heh(-\omega_0 T_0 - \theta_0)| = A\sqrt{2}e^{\jmath(\omega_0 T_0 + \theta_0)}
\]

As the amplitude of a helix wave is one, its spectrum is a square root of two. On the contrary, the spectrum of a sine wave is a half of a square root of two when its amplitude is one. The spectra of helix and sine waves are shown in Fig. 5. In addition, the impedances of transmission networks may change the amplitude and phase of signal sources at different frequencies. Therefore, the behaviours of transmission networks are usually analysed in frequency domain. Understanding of helix functions is being able to think flexibly the properties of natural waves in both two-dimensional and three-dimensional domains. Figs. 3, 4, and 5 clearly demonstrate the differences between the amplitude in time domain and the magnitude in frequency domain of helix waves and sinusoidal waves.

In a referent normal plane, waveforms can be divided into single-ended signals, multi-harmonic signals, and multi-phase signals. In a single-ended system, the sinusoidal functions and their spectra are easily derived based on the properties of helix waves. The wave functions and the spectra of sine and cosine waves are given in (8)-(11).

\[
V_{cos}(t) = A\cos(\omega_0 t + \theta_0) = \Re\{V_{he_+}(t)\} = \Re\{V_{he_-}(t)\}
\]

[Image 316x416 to 540x574]

\[
|V_{cos}(T_0)| = |A\cos(\omega_0 T_0 + \theta_0)| = \frac{A\sqrt{2}}{2}(e^{\jmath(\omega_0 T_0 + \theta_0)} + e^{-\jmath(\omega_0 T_0 + \theta_0)})
\]

[Image 318x613 to 541x789]

\[
V_{sin}(t) = A\sin(\omega_0 t + \theta_0) = \Im\{V_{he_+}(t)\} = -\Im\{V_{he_-}(t)\}
\]

[Image 321x208 to 536x383]

\[
|V_{sin}(T_0)| = |A\sin(\omega_0 T_0 + \theta_0)| = \frac{A\sqrt{2}}{2}(e^{\jmath(\omega_0 T_0 + \frac{\pi}{2} + \theta_0)} + e^{-\jmath(\omega_0 T_0 + \frac{\pi}{2} + \theta_0)})
\]

[Image 342x313 to 563x430]

**B. Characteristics of multi-harmonic signals**

In this section, the characteristics of multi-harmonic signals are analysed. It’s well known that a square wave is a multi-harmonic signal. Fourier series expansion shows that any periodic signal can be written as a sum of harmonic signals having exactly integral number of cycles within the period time \([26]\). In other words, power series and Fourier’s series are the simplified forms of the superposition principle.
for the multi-harmonic signals. In time domain, a square signal \( V_{sq}(t) = Asq(\omega_0 t + \theta_0) \) can be defined in (12). Fig. 6 shows the waveform of a square signal and a ninth-order multi-harmonic sinusoidal wave. In laboratory simulation and practical measurement, the signal spectrum and system spectrum are usually investigated in the positive frequency domain or a half-side spectrum [27]. In addition, the concept of negative frequency for signal and system is still not well defined. Hence, the signal spectra of the common waves are written in the forms of half-side spectrum. Based on the superposition principle for analogue signals, the signal spectrum for the square wave is given in (13).

\[
V_{sq}(t) = Asq(\omega_0 t + \theta_0) = A \left( 1 + \sum_{n=1}^{\infty} \sin \left( \frac{(2n+1)\omega_0 t + \theta_0}{2n+1}\pi \right) \right)
\]

\[
|V_{sq}(T_0)| = |Asq(\omega_0 T_0 + \theta_0)| = A \left( 1 + \sum_{n=1}^{\infty} \sqrt{2} e^{j(\omega_0 T_0 + \theta_0 + \pi/2)} \right)
\]

To do the ringing test for high-order systems, a square wave is usually used to put in the input port. Depending on the operating region of the system, the output waveforms can be over-damping, or critical damping, or under-damping as shown in Fig. 7. The spectra of the output square signals are plotted in Fig. 8. The ringing test will be analysed in detail in section V.

C. Characteristics of multi-phase signals

This section deals with the complex functions for the multi-phase signals in wireless communication systems. Multi-phase signals are used in wireless communication systems such as filters, amplifiers, frequency converters, and signal generators. The characteristics of the input sources are determined based on the transmission networks which are called single-ended systems, differential systems, complex systems, and polyphase systems [28]. So, single-ended signals such as sinusoidal signals and multi-harmonic signals are used in single-ended systems. The multi-phase signals can be divided into differential signals, complex signals, and polyphase signals. These signals are commonly used in fully differential amplifiers, polyphase filters, complex filters, and quadrature signal generation circuits. The normal sinusoidal signal on the real plane is the cosine wave. In the differential networks, there are two opposite-phase signals which are called differential signals. Let \( V(t) = Acos(\omega_0 t + \omega_0) \) be a normal voltage, a differential signal \( V_{dif}[V_1, V_2] \) can be defined as in (14). Hence, the half-side spectra in a referent plane of the differential signals are given in (15).

\[
S_{dif}\{V_1; V_2\} = \left\{ 1; (\pm j) \right\} Acos(\omega_0 t + \theta_0)
\]

\[
|S_{dif}\{V_1; V_2\}| = |1; e^{j\pi/2}| Acos(\omega_0 T_0 + \theta_0) = \left\{ 1; e^{j\pi/2} \right\} \frac{A\sqrt{2}}{2} e^{j(\omega_0 T_0 + \theta_0)}
\]

In the complex systems, there are two signal sources which are called complex signals. On the phase-order plane, the phase-orders of these signals are clockwise and anticlockwise [29]. Let \( V_p(t) = Acos(\omega_0 t + \omega_0) \) be a normal voltage, a positive complex signal \( S_{cp}[V_{p1}, V_{p2}] \) can be defined as in (16). Fig. 9 shows the waveforms of the positive complex signals on a real referent plane. The concepts of positive and negative angular frequencies are used to define the phase directions of complex signals in the frequency domain. The half-side spectra in a referent plane of the positive complex signals are given in (17). The anticlockwise phase-order is a positive complex signal as shown in Fig. 10(c).

\[
S_{cp}\{V_{p1}; V_{p2}\} = \left\{ 1; (j) \right\} Acos(\omega_0 t + \theta_0)
\]

\[
|S_{cp}\{V_{p1}; V_{p2}\}| = \left\{ 1; e^{j\pi/2} \right\} |Acos(\omega_0 T_0 + \theta_0)| = \left\{ 1; e^{j\pi/2} \right\} \frac{A\sqrt{2}}{2} e^{j(\omega_0 T_0 + \theta_0)}
\]
And, let \( V_d(t) = \cos(\omega_0 t + \phi_0) \) be a normal voltage, a negative complex signal \( S_{n1}[V_{n1},V_{n2}] \) can be defined as in (18). The half-side spectra in a referent plane of the negative complex signals are given in (19). The clockwise phase-order is a negative complex signal as shown in Fig. 10(d).

\[
S_{cn} \{ V_{n1}, V_{n2} \} = \left \{ 1; (-j) \right \} A \cos(-\omega_0 T - \theta_0) 
\]

\[
S_{cn} \{ V_{n1}, V_{n2} \} = \left \{ 1; e^{-j\frac{\pi}{2}} \right \} A \cos(-\omega_0 T - \theta_0) 
\]

\[
= \left \{ 1; e^{-j\frac{\pi}{2}} \right \} A \sqrt{2} e^{(-j\omega_0 t - \theta_0)} 
\]

**Fig. 9.** Waveforms of sine and cosine functions in time domain.

In polyphase networks, there are four signal sources which are called polyphase signals. In order words, polyphase signals are the differential forms of complex signals. Let \( V_p(t) = \cos(\omega_0 t + \phi_0) \) be a normal voltage, a positive polyphase signal \( S_p\{V_{p1},V_{p2},V_{p3},V_{p4}\} \) can be defined as in (20). The phase-order of polyphase signals is also used to define the polarity of the multi-phase signals. The half-side spectra in a referent plane of the positive polyphase signals are given in (21).

\[
S_p \{ V_{p1}, V_{p2}, V_{p3}, V_{p4} \} = \left \{ 1; (j); (j)^2; (j)^3 \right \} A \cos(\omega_0 t + \theta_0) 
\]

\[
S_p \{ V_{p1}, V_{p2}, V_{p3}, V_{p4} \} = \left \{ 1; e^{j\frac{\pi}{2}}; e^{j\frac{2\pi}{2}}; e^{j\frac{3\pi}{2}} \right \} A \cos(\omega_0 T + \theta_0) 
\]

\[
= \left \{ 1; e^{j\frac{\pi}{2}}; e^{j\frac{2\pi}{2}}; e^{j\frac{3\pi}{2}} \right \} A \sqrt{2} e^{j(\omega_0 t - \theta_0)} 
\]

**Fig. 10.** Vectors of complex signals in time and frequency domains.

**D. Summary of characteristics of common analogue signals**

In this section, the characteristics of waveforms and spectra of some common single-ended, multi-harmonic, and multi-phase signals are summarized. TABLE I shows the properties of helix signals, sinusoidal signals, square waves, differential signals, complex signals, polyphase signals in both time and frequency domains.

**Fig. 11.** Polyphase signals on the angular frequency plane.

**Fig. 12.** Voltage at one node caused by multiple sources.
TABLE I

<table>
<thead>
<tr>
<th>Signal type</th>
<th>Time domain</th>
<th>Half-side spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive helix</td>
<td>(Ae(\omega t + \theta_0))</td>
<td>(A\sqrt{2}\cos(\omega t + \theta_0))</td>
</tr>
<tr>
<td>Negative helix</td>
<td>(Ae(-\omega t - \theta_0))</td>
<td>(A\sqrt{2}\cos(-\omega t - \theta_0))</td>
</tr>
<tr>
<td>Cosine</td>
<td>(A\cos(\omega t + \theta_0))</td>
<td>(A\sqrt{2}\cos(\omega t + \theta_0))</td>
</tr>
<tr>
<td>Sine</td>
<td>(A\sin(\omega t + \theta_0))</td>
<td>(A\sqrt{2}\cos(\omega t + \theta_0))</td>
</tr>
</tbody>
</table>

Square

\[a_{10}(\omega t + \theta_0) = A \left(1 + \sum_{n=\pm 1} \frac{\sin[(2n+1)\omega t + \theta_0]}{(2n+1)\pi}\right) = A \left(1 + \sum_{n=\pm 1} \sqrt{2}\cos[(2n+1)\omega t + \theta_0]\right)\]

Differential cosine

\[\{1; \pm j\}A\cos(\omega t + \theta_0) \quad \{1; e^{j\omega t}\} = \frac{A\sqrt{2}}{2}e^{j\omega t}\cos(\omega t + \theta_0)\]

Differential sine

\[\{1; \pm j\}A\sin(\omega t + \theta_0) \quad \{1; e^{j\omega t}\} = \frac{A\sqrt{2}}{2}e^{j\omega t}\sin(\omega t + \theta_0)\]

Positive complex

\[\{1; j\}A\cos(\omega t + \theta_0) \quad \{1; e^{j\omega t}\} = \frac{A\sqrt{2}}{2}e^{j\omega t}\cos(\omega t + \theta_0)\]

Negative complex

\[\{1; -j\}A\cos(-\omega t - \theta_0) \quad \{1; e^{-j\omega t}\} = \frac{A\sqrt{2}}{2}e^{-j\omega t}\cos(-\omega t - \theta_0)\]

Positive polyphase

\[\{1; +j\}A\cos(\omega t + \theta_0) \quad \{1; e^{j\omega t}\} = \frac{A\sqrt{2}}{2}e^{j\omega t}\cos(\omega t + \theta_0)\]

Negative polyphase

\[\{1; -j\}A\cos(-\omega t - \theta_0) \quad \{1; e^{-j\omega t}\} = \frac{A\sqrt{2}}{2}e^{-j\omega t}\cos(-\omega t - \theta_0)\]

(behavior of \(4\text{th}-\text{order RC polyphase filter})

\[V_{p}(t) = \sum_{n=1}^{N} \frac{V_{n}(t)}{Z_{n}} + \sum_{n=1}^{P} \frac{1}{I_{n}}(t) + I_{0}(t) \quad (24)\]

B. Behaviour of \(4\text{th}-\text{order RC polyphase filter}

In this section, the behaviors of a \(4\text{th}-\text{order RC polyphase filter shall be analyzed. Fig. 13 shows the schematic diagram of a \(4\text{th}-\text{order RC polyphase filter. As the input signal sources are the positive polyphase signals } S_{A}(t) \text{ and } S_{V}(t) \text{, after the proposed superposition theorem is applied at each node, the current node equations at nodes } V_{in}, V_{oc}, \text{ and } V_{out} \text{ are derived in (25). The impedances in the sub-branches are calculated by the impedances of every branch [32].}\]

IV. PROPOSAL OF SUPERPOSITION FORMULA

A. Definition of superposition formula

In this section, a superposition formula is proposed to derive the transfer function in multi-source networks. The main purpose of this formula is that the actualizing current and voltage sources can be expressed separately with the node voltage, and the effects of these sources can be computed at one time. Let \(V_{o}(t)\) be a general voltage at one node. Assume that current \(I_{i}(t)\) and voltage \(V_{o}(t)\) are the actualizing current and voltage sources, the total currents caused by a node voltage \(V_{o}(t)\) are equal to the sum of currents distributed by each actualizing source. The direction of the current source is positive as its arrow goes ahead into a node, and negative as its arrow goes toward the ground as shown in Fig. 12. The ahead-arrow and ground-arrow current sources are denoted by \(I_{i}(t)\) and \(I_{o}(t)\). The voltage node equation for multiple currents and multiple voltages is expressed in (24). If the impedances are divided into small branches, voltage at one node will be calculated by the impedances of every branch [30]. Here, \(Z_{in}\) are sub-series impedances, and \(Z_{par}\) are sub-parallel impedances. The simplified superposition theorem formula is a standard nodal analysis equation for all types of actuating sources (direct current/voltage sources, alternating current/voltage sources, dependent and independent current/voltage sources, multiphase current/voltage sources), and all types of loads (resistor, capacitor, inductor, transistor) [31].

\[H_{p}(\omega) = \frac{b_{0}(\omega j\omega^{4}) + b_{1}(\omega j\omega^{2}) + b_{2}(\omega j\omega) + b_{3}(\omega j)}{a_{0}(\omega j^{4}) + a_{1}(\omega j^{2}) + a_{2}(\omega j) + a_{3}} + j\omega + 1\]

As the input sources are negative polyphase signals \(S_{A}(t) \text{ and } S_{V}(t) \text{, the transfer function of the } 4\text{th}-\text{order polyphase filter in the negative frequency domain is given in (27).}\]

\[H_{n}(\omega) = \frac{b_{0}(\omega j\omega^{4}) + b_{1}(\omega j\omega^{2}) + b_{2}(\omega j\omega) + b_{3}(\omega j)}{a_{0}(\omega j^{4}) + a_{1}(\omega j^{2}) + a_{2}(\omega j) + a_{3}} + j\omega + 1\]

Hence, the image rejection ratio of this polyphase filter is derived in (28). The values of the constant variables of the \(4\text{th}-\text{order RC polyphase filter are given in TABLE II. The entire device parameters of the } 4\text{th}-\text{order RC polyphase filter are summarized in TABLE III. Fig. 14 shows the simulation result of the proposed design of } 4\text{th}-\text{order polyphase filter. The image signal rejection ratio of this model is } 36 \text{ dB. It is properly considered for a narrow band low-IF receiver.}
\[ IRR(\omega) = b_{2\pi}(\text{j}\omega)^4 + b_{3\pi}(\text{j}\omega)^3 + b_{4\pi}(\text{j}\omega)^2 + b_{\pi}(\text{j}\omega) + 1 \tag{28} \]

**TABLE II. VALUES OF GIVEN VARIABLES OF RC POLYPHASE FILTER.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b_{2\pi} )</td>
<td>( + j \left[ R_R R_R R_C C_C, C_C \right] )</td>
</tr>
<tr>
<td>( b_{3\pi} )</td>
<td>( + j \left[ R_R R_C C_C, (R_C + R_C), R_R, R_C C_C, (R_C + R_C) \right] )</td>
</tr>
<tr>
<td>( b_{4\pi} )</td>
<td>( + j \left[ R_C, (R_C + R_C), R_R, R_C C_C, (R_C + R_C) \right] )</td>
</tr>
<tr>
<td>( b_{\pi} )</td>
<td>( + j \left[ R_C, (R_C + R_C), R_R, R_C C_C, (R_C + R_C) \right] )</td>
</tr>
<tr>
<td>( b_{0\pi} )</td>
<td>( - j \left[ R_R R_C C_C, C_C \right] )</td>
</tr>
<tr>
<td>( b_{0\pi} )</td>
<td>( - j \left[ R_R R_C C_C, (R_C + R_C), R_R, R_C C_C, (R_C + R_C) \right] )</td>
</tr>
<tr>
<td>( b_{0\pi} )</td>
<td>( - j \left[ R_C, (R_C + R_C), R_R, R_C C_C, (R_C + R_C) \right] )</td>
</tr>
<tr>
<td>( \alpha_1 )</td>
<td>( R_R R_R C_C, C_C )</td>
</tr>
<tr>
<td>( \alpha_2 )</td>
<td>( R_R R_C C_C, + R_R R_C (C_C, + 2C_C), C_C, + 2C_C, C_C )</td>
</tr>
<tr>
<td>( \alpha_3 )</td>
<td>( R_C + R_C (2C_C, + C_C), + R_R R_C (C_C, + 2C_C), + 2C_C, C_C )</td>
</tr>
</tbody>
</table>

**TABLE III. PARAMETERS OF RC POLYPHASE FILTER.**

<table>
<thead>
<tr>
<th>Resistor</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Stage 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>( R_1 )</td>
<td>( 1 \text{k}\Omega )</td>
<td>( 1 \text{k}\Omega )</td>
<td>( 1 \text{k}\Omega )</td>
</tr>
<tr>
<td>Capacitor</td>
<td>( C_1 )</td>
<td>( 227 \text{pF} )</td>
<td>( 106 \text{pF} )</td>
<td>( 39.8 \text{pF} )</td>
</tr>
<tr>
<td>Cut-off frequency</td>
<td>( f_1 )</td>
<td>( f_2 )</td>
<td>( f_3 )</td>
<td>( f_4 )</td>
</tr>
<tr>
<td>Value</td>
<td>( 0.7 \text{MHz} )</td>
<td>( 1.5 \text{MHz} )</td>
<td>( 4 \text{MHz} )</td>
<td>( 8 \text{MHz} )</td>
</tr>
</tbody>
</table>

**Fig. 13. Schematic of the 4th-order RC polyphase filter.**

**Fig. 14. Simulation result of the 4th-order RC polyphase filter.**

**Fig. 15. Implemented circuit for the 4th-order RC polyphase filter.**

**Fig. 16. Behaviors of pass-band gain of the 4th-order RC polyphase filter.**

In practical design, the parasitic elements and the value variation of chosen components will affect the behavior of the circuit [33]. Fig. 16 shows the frequency responses of the pass-band gain of the implemented 4th-order RC polyphase filter. The IQ mismatches occurred at below 40 kHz and above 2 MHz in the range from 1 kHz to 10 MHz. The IQ mismatches were caused by the parasitic elements and the value variation of the R, C components. In addition, the limitations of the measurement equipment and the characteristics of the active unity-gain circuits also affected the measurement results [34].

C. Merits of proposed superposition formula

In this section, the merits of the proposed superposition formula are presented. There are some new concepts of multi-source signals such as negative and positive frequency, negative and positive complex signals, negative and positive polyphase signals, and spectrum of multi-source signals which are not well defined in the conventional methods [35]. In addition, there is not a general formula for analyzing the behaviors of multi-source networks. In a circuit having more than one independent source, the effects of all the sources can be considered at one time [36]. From the concept of the proposed formula, the transfer function of a multi-source network can be easily derived. The superposition formula was used to compare with the conventional superposition principle and the Millan’s theorem as shown in TABLE IV. However, Millan’s theorem is not widely applied in multi-source network analysis. Furthermore, the behaviors of feedback amplifiers with Miller capacitance due to parasitic capacitance between the output and input of active devices are simply analysed based on the proposed formula [37].
TABLE IV. COMPARISON OF PROPOSED METHOD WITH OTHER METHODS.

<table>
<thead>
<tr>
<th>Features</th>
<th>Superposition formula</th>
<th>Conventional Superposition</th>
<th>Millan’s theorem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effects of all actuating sources</td>
<td>one time</td>
<td>Several times</td>
<td>one time</td>
</tr>
<tr>
<td>Transfer function accuracy</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Single-input network analysis</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Polyphase network analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Complex network analysis</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Image rejection ratio accuracy</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

V. BEHAVIOURS OF RAUCH LOW-PASS FILTERS

A. Operating regions of high-order systems

In this section, the operating regions of high-order systems shall be reviewed. Ringing represents the voltage overshoot or current overshoot. It can be seen in many research papers, in datasheets of the commercial operational amplifiers, in the negative feedback amplifiers, and in the feedback control systems. Complex functions for transmission networks are usually expressed in three forms: magnitude-angular plots (Bode plots), polar charts (Nyquist charts), and magnitude-argument diagrams (Nichols diagrams) [38]. When the input source, output signal, and some other sources in the internal dynamics of a network are known, the transfer function is used to examine the behavior of the network. The transfer function $H(\omega)$ of a filter is the ratio of the output signal $V_{out}(\omega)$ to the input signal $V_{in}(\omega)$ as a function of the frequency. A simplified transfer function is rewritten as in (29). The term “self-loop function” is proposed to define $L(\omega)$ for linear networks in both cases with and without feedback systems.

$$H(\omega) = \frac{V_{out}(\omega)}{V_{in}(\omega)} = \frac{A(\omega)}{1 + L(\omega)} \quad (29)$$

where, $A(\omega)$ is the numerator function of the transfer function. Fig. The phase margin of the self-loop function is directly related to the transient response of a system. It shows how much the phase margin can be increased before the system becomes unstable.

In a 2nd-order system, the operating regions are over-damping, critical damping, and under-damping. In the over-damping region, the amplitudes of high-order harmonics of the step signal are significantly reduced from the first cut-off angular frequency; therefore, the rising time is short [39]. The transfer function and the self-loop function of a 2nd-order system are given in (30). The properties of a second-order system are summarized in TABLE V. Three typical cases of a second-order system are given to determine the operating region of the circuit as shown in Eq. (31). The coefficients of the transfer functions are

- Under-damped (binomial coefficients ratio is 1:1:1),
- Critically damped (binomial coefficients ratio is 1:2:1),
- Over-damped (binomial coefficients ratio is 1:3:1).

$$H(\omega) = \frac{b}{a_0(j\omega)^2 + a_1j\omega + 1}; L(\omega) = a_0(j\omega)^2 + a_1j\omega \quad (30)$$

The Bode plot of these transfer functions, the Nichols plot of these self-loop functions, transient responses are shown in Fig. 17, Fig. 18, and Fig. 19, respectively. The phase margin is observed at unity gain of the self-loop function. The simulation results of the self-loop functions show that

- In the over-damping region, the phase margin is 82 degrees (observed at 98 degrees),
- In the critical damping region, the phase margin is 76.3 degrees (observed at 103.7 degrees), and
- In the under-damping region, the phase margin is 35 degrees (observed at 145 degrees).

<table>
<thead>
<tr>
<th>Case</th>
<th>Over-damping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta($\Delta$)</td>
<td>$\Delta = a_1^2 - 4a_0 &gt; 0$</td>
</tr>
<tr>
<td>$</td>
<td>L(\omega)</td>
</tr>
<tr>
<td>$\theta(\omega)$</td>
<td>$\frac{\pi}{2} + \arctan \frac{a_0}{a_1}$</td>
</tr>
</tbody>
</table>

where, $a_0$ and $a_1$ are the coefficients of the transfer function.
B. Behaviours of op amp without frequency compensation

In this section, the behaviors of a single-ended two-stage CMOS operational amplifier (op amp) without frequency compensation will be presented. Operational amplifiers are used in many applications such as unity-gain amplifiers, inverting amplifiers, and active analog filters [41]. The overall performance of these circuits may be stable or not. Thus, the stability test and the frequency compensation of this op amp are of interest [42]. Fig. 20 shows the schematic of a single-ended two-stage op amp without frequency compensation. A half small signal model of this op amp is drawn in Fig. 21. In the conventional Miller approximation, the interpretation of the Miller capacitance is very difficult because there are two loading capacitors in this two-stage op amp. After applying the proposed superposition theorem at each node, the current node equations at nodes \( V_{o1} \), \( V_{b} \), and \( V_{out} \) are derived in (33).

\[
\frac{1}{R_1} + j\omega (C_{c1} + C_{c2}) = \frac{V_{o1} + V_{m1} C_{c1}}{R_1} + \frac{V_{m1} C_{c2}}{R_1} + \frac{1}{R_{e1}} = V_{m1} (\frac{C_{c1}}{R_{e1} - s_{e1}} + \frac{1}{R_{e1}}) + V_{o1} j\omega C_{c2} + \frac{1}{R_{e1}} = V_{m1} \frac{C_{c1}}{R_{e1} - s_{e1}} + \frac{1}{R_{e1}}
\]

Hence, the open-loop function \( A(s) \) and the self-loop function \( L(s) \) of this op amp are 3\( \text{rd} \)-order complex functions as in (34). The values of the constant variables are given in TABLE VII. The gain-bandwidth (GBW) of this op amp is defined by the multiplication of the direct current gain \( A_0 \) and the cut-off frequency \( f_{BW} \). The gain-bandwidth is also measured at unity gain (GBW=\( A_0 f_{BW} \)). As the two-stage op amp is used to design a unity-gain amplifier as shown in Fig. 22, the overall performance of the circuit may be stable or not.

\[
A(s) = \frac{V_{out}}{V_{in}}(s) = \frac{h_2(s)}{h_1(s)} + h_1(s) + h_2(s) + h_3(s) + h_4(s) + h_5(s)
\]

\[
L(s) = \frac{V_{out}}{V_{in}}(s) = \frac{h_2(s)}{h_1(s)} + h_1(s) + h_2(s) + h_3(s) + h_4(s) + h_5(s)
\]

\[
A(s) = h_2(s) + h_1(s) + h_3(s) + h_4(s) + h_5(s)
\]

\[
L(s) = h_2(s) + h_1(s) + h_3(s) + h_4(s) + h_5(s)
\]

The use of Pascal’s triangle is a simple way to calculate the binomial coefficients of a high-order polynomial. In addition, the properties of the binomial coefficients can be also used to determine the operating regions of high-order systems [40]. In general, the coefficients of the expanded polynomial \((j\omega + 1)^n\) are defined as shown in Eq. (32). For instance, based on the 4\( \text{th} \) row of Pascal’s triangle as shown in Table VI, the binomial coefficients of the expanded polynomial are simplified as \(1:4:6:4:1\).

\[
(j\omega + 1)^n = a_n(j\omega)^n + a_{n-1}(j\omega)^{n-1} + \ldots + a_0, j\omega + 1
\]
After applying the superposition principle at node \( V_{out} \), the output voltage is given in (35).

\[
V_{out} = A(\omega)(V_{in} - V_{out}); \quad (35)
\]

Hence, the transfer function \( H(\omega) \) and the self-loop function \( L(\omega) \) of the unity gain amplifier are derived in (36). The entire device parameters of the two-stage CMOS op amp are summarized in TABLE V. In this simulation, the transistor models of TSMC 0.18 \( \mu m \) CMOS technology are used to perform the ringing test for this amplifier. The supply voltage is 1.8 V, and the bias circuit is not shown.

\[
H(\omega) = \frac{V_{out}}{V_{in}} = \frac{1}{1 + \frac{1}{A(\omega)}}, \quad L(\omega) = \frac{1}{A(\omega)}; \quad (36)
\]

### TABLE VII. VALUES OF GIVEN VARIABLES OF WITHOUT FREQUENCY COMPENSATION.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b_1 )</td>
<td>( R_a R_b C_{gs} C_{gs} )</td>
</tr>
<tr>
<td>( b_2 )</td>
<td>( -R_a R_b (C_{gs} + C_{gds}) )</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>( R_a R_b R_c (C_{gs} + C_{gds}) )</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>( R_a (C_{gs} + C_{gds} + C_{dss}) + R_c (C_{gs} + C_{gds} (1 + R_{fsw})) )</td>
</tr>
</tbody>
</table>

Fig. 22. Simplified model of the unity-gain amplifier circuit

### TABLE VIII. PARAMETERS OF SINGLE-ENDED OP AMP.

<table>
<thead>
<tr>
<th>Elements</th>
<th>Value (W/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>10 ( \mu m / 300 ) nm</td>
</tr>
<tr>
<td>M2</td>
<td>18 ( \mu m / 300 ) nm</td>
</tr>
<tr>
<td>M3</td>
<td>1.6 ( \mu m / 800 ) nm</td>
</tr>
<tr>
<td>M4</td>
<td>1.6 ( \mu m / 800 ) nm</td>
</tr>
<tr>
<td>M5</td>
<td>10 ( \mu m / 500 ) nm</td>
</tr>
<tr>
<td>M6</td>
<td>1.7 ( \mu m / 300 ) nm</td>
</tr>
<tr>
<td>M7</td>
<td>4 ( \mu m / 300 ) nm</td>
</tr>
<tr>
<td>M8, M9</td>
<td>1 ( \mu m / 300 ) nm</td>
</tr>
</tbody>
</table>

Fig. 23 and Fig. 24 show the Bode plot of the transfer function and the Nichols plot of the self-loop function of the unity-gain amplifier. The magnitude of the transfer function is very large (15 dB) at high frequency (2 GHz), and the phase margin at the unity gain of the self-loop function is very small (13 degrees). Therefore, overshoot and undershoot occur as shown in Fig. 25.

**C. behaviours of a fully differential operational amplifier**

In this section, the behaviors of a fully differential two-stage CMOS op amp with frequency compensation will be presented. Fig. 26 shows the schematic of a fully differential two-stage op amp with frequency compensation. A half small signal model of the fully differential two-stage op amp is drawn in Fig. 27. After applying the proposed superposition theorem at each node, the current node equations at nodes \( V_a \), \( V_b \), and \( V_{out} \) are derived in (37).

\[
V_a \left[ \frac{1}{R_i} + j \omega (C_{gds} + C_{gds}) \right] = \frac{V_{in}}{R_i} + V_a \frac{C_{gds}}{R_i};
\]

\[
V_c \left[ \frac{1}{R_i} + j \omega (C_{gds} + C_{gds} + C_{gds}) \right] + \frac{1}{R_i} + j \omega C_{gds} = \frac{V_{in}}{R_i} \left[ \frac{j \omega C_{gds}}{1 + j \omega R_i C_{gds}} \right];
\]

\[
V_{out} \left[ \frac{j \omega C_{gds}}{1 + j \omega R_i C_{gds}} \right] + \frac{1}{R_i} = V_a \left[ \frac{j \omega C_{gds}}{1 + j \omega R_i C_{gds}} \right] + \frac{1}{R_i}.
\]
Then, the open-loop function $A(\omega)$ and the self-loop function $L(\omega)$ of the fully differential two-stage op amp are 5th-order complex functions as in (38). The values of the constant variables are given in TABLE IX.

$$A(\omega) = \frac{V_{out}(\omega)}{V_{in}(\omega)} = \frac{b_0(j\omega)(1)^2 + b_1(j\omega)(2)^2 + b_2(j\omega)(3)^2 + b_3(j\omega)(4)^2 + b_4(j\omega)(5)^2 + b_5(j\omega)(6)^2}{a_0(j\omega)(1)^2 + a_1(j\omega)(2)^2 + a_2(j\omega)(3)^2 + a_3(j\omega)(4)^2 + a_4(j\omega)(5)^2 + a_5(j\omega)(6)^2} \quad (38)$$

$$L(\omega) = a_0(j\omega) + a_1(j\omega) + a_2(j\omega) + a_3(j\omega) + a_4(j\omega) + a_5(j\omega)$$

### TABLE IX. VALUES OF GIVEN VARIABLES OF TWO-STAGE OP AMP WITH FREQUENCY COMPENSATION.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_0$</td>
<td>$R_m R_a R_C C_m C_a C_f$</td>
</tr>
<tr>
<td>$b_1$</td>
<td>$R_m R_a R_C C_m C_a R_c (C_m + C_a) + R_m C_m (C_m + C_a)$</td>
</tr>
<tr>
<td>$b_2$</td>
<td>$R_m R_a R_C C_m C_a R_c (C_m + C_a) + R_m C_m (C_m + C_a)$</td>
</tr>
<tr>
<td>$b_3$</td>
<td>$R_m R_a R_C C_m C_a R_c (C_m + C_a) + R_m C_m (C_m + C_a)$</td>
</tr>
<tr>
<td>$b_4$</td>
<td>$R_m R_a R_C C_m C_a R_c (C_m + C_a) + R_m C_m (C_m + C_a)$</td>
</tr>
<tr>
<td>$a_0$</td>
<td>$R_m R_a R_C C_m C_a C_f + R_m C_m (C_m + C_a)$</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$R_m R_a R_C C_m C_a C_f + R_m C_m (C_m + C_a)$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$R_m R_a R_C C_m C_a C_f + R_m C_m (C_m + C_a)$</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$R_m R_a R_C C_m C_a C_f + R_m C_m (C_m + C_a)$</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$R_m R_a R_C C_m C_a C_f + R_m C_m (C_m + C_a)$</td>
</tr>
</tbody>
</table>

In this simulation, the transistor models of TSMC 0.18 um CMOS technology are also used to design the fully differential op amp. The entire device parameters of this op amp are summarized in TABLE X. Fig. 28 shows the Bode plot of the open-loop function and the Nichols plot of the self-loop function in the proposed design of the two-stage op amp. The magnitude of the open-loop function is 55 dB at around cutoff frequency 1 MHz, and the phase margin at the unity gain of the self-loop function is 90 degrees.

### TABLE X. PARAMETERS OF OP AMP WITH FREQUENCY COMPENSATION.

<table>
<thead>
<tr>
<th>Elements</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>10 um / 300 nm</td>
</tr>
<tr>
<td>M2, M3</td>
<td>10 um / 180 nm</td>
</tr>
<tr>
<td>M4, M5</td>
<td>2 um / 300 nm</td>
</tr>
<tr>
<td>M6, M7</td>
<td>2 um / 180 nm</td>
</tr>
<tr>
<td>M8, M9</td>
<td>10 um / 180 nm</td>
</tr>
<tr>
<td>R1, R2</td>
<td>500 Ω</td>
</tr>
<tr>
<td>C1, C2</td>
<td>500 fF</td>
</tr>
</tbody>
</table>

D. Ringing test for a second-order Rauch LPF

In this section, the operating regions of a 2nd-order Rauch low-pass filter shall be analyzed. The single-ended form of this filter is shown in Fig. 29. After applying the proposed superposition theorem at each node, the current node equations at nodes $V_A$, $V_B$, and $V_C$ are derived in (39).
$$V_A \left( \frac{1}{R_1} + \frac{j \omega C_1}{R_1} + \frac{1}{R_3} \right) = V_n \left( \frac{1}{R_2} + \frac{1}{R_3} \right) V_{in} + \frac{V_{out}}{R_2} \quad (39)$$

Then, the transfer function and the self-loop function of the low-pass filter are given in (40).

$$H(\omega) = -\frac{b_0}{a_0 \left( j \omega \right)^2 + a_1 \omega} \quad \left( L(\omega) = a_0 \left( j \omega \right)^2 + a_1 \omega \right)$$

$$b_0 = \frac{R_3}{R_1}; \quad a_0 = R_2 R_3 C_2; \quad a_1 = \left( R_2 + R_3 + \frac{R_2 R_3}{R_1} \right) C_2; \quad (40)$$

The operating regions of the Rauch low-pass filter can be determined through the passive components as in (41).

$$\frac{1}{R_1 R_3 C_2}; \quad Over\,\,damping$$

$$\frac{1}{R_1 R_3 C_2}; \quad Critical\,\,damping$$

$$\frac{1}{R_1 R_3 C_2}; \quad Under\,\,damping$$

A commercial op amp LM358 was used in this implementation. Fig. 30 shows the measurement set up of the implemented 2nd-order Rauch low-pass filter. The Bode plot of the transfer function, the Nichols plot of the self-loop function, and the transient response of the implemented circuit are shown in Figs. 31, 32, and 33, respectively. The measurement results of the self-loop functions in the implemented circuit show that

- In the over-damping region, the phase margin is 87 degrees (observed at 93 degrees),
- In the critical damping region, the phase margin is 80 degrees (observed at 100 degrees), and
- In the under-damping region, the phase margin is 50 degrees (observed at 130 degrees); therefore, the ringing occurs in the transient response of the under-damping region.

To reduce the white noise and random noise, the differential forms are used in many designs of high-order amplifiers and filters. Therefore, the differential forms of high-order systems have been studied recently [43].
E. Ringing test for a fourth-order Rauch LPF

In this section, the operating regions of a fully differential 4th-order Rauch low-pass filter shall be analyzed. A differential form of the 4th-order Rauch low-pass filter is shown in Fig. 34. After applying the superposition principle at each node, the current node equations at nodes $V_a$, $V_b$, $V_c$, $V_d$, and $V_e$ are derived in (42).

\[
\begin{align*}
V_a\left(\frac{1}{R_1}+j\omega C_1+\frac{1}{R_2}\right) + V_e\left(\frac{1}{R_1}+\frac{1}{R_2}\right) &= V_{in}\left(\frac{1}{R_1}+\frac{1}{R_2}\right) + (j\omega)\left(\frac{V_a}{R_1}+\frac{V_e}{R_2}\right) + (j\omega)\left(V_{in},j\omega C_1\right); \\
V_e\left(\frac{1}{R_1}+j\omega C_1+\frac{1}{R_2}\right) &= V_{in}\left(\frac{1}{R_1}+\frac{1}{R_2}\right) + (j\omega)\left(V_{in},j\omega C_1\right); \\
V_a\left(\frac{1}{R_1}+j\omega C_1+\frac{1}{R_2}\right) + V_e\left(\frac{1}{R_1}+\frac{1}{R_2}\right) &= V_{in}\left(\frac{1}{R_1}+\frac{1}{R_2}\right) + (j\omega)\left(V_{in},j\omega C_1\right); \\
V_e\left(\frac{1}{R_1}+j\omega C_1+\frac{1}{R_2}\right) &= V_{in}\left(\frac{1}{R_1}+\frac{1}{R_2}\right) + (j\omega)\left(V_{in},j\omega C_1\right); \\
V_a\left(\frac{1}{R_1}+j\omega C_1+\frac{1}{R_2}\right) + V_e\left(\frac{1}{R_1}+\frac{1}{R_2}\right) &= V_{in}\left(\frac{1}{R_1}+\frac{1}{R_2}\right) + (j\omega)\left(V_{in},j\omega C_1\right);
\end{align*}
\]

Then, the open-loop function and the self-loop function of this op amp are given in (43). The values of the constant variables of the 4th-order fully differential Rauch low-pass filter are given in TABLE XI.

\[
H(\omega) = \frac{b_1}{1+a_1\left(j\omega\right)^4+a_2\left(j\omega\right)^3+a_3\left(j\omega\right)^2+a_4j\omega};
\]

\[
L(\omega) = a_5\left(j\omega\right)^4+a_6\left(j\omega\right)^3+a_7\left(j\omega\right)^2+a_8j\omega;
\]

TABLE XI. VALUES OF GIVEN VARIABLES OF 4TH-ORDER RAUCH LPF.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_1$</td>
<td>$R_1R_2$</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$R_1R_2R_3R_4C_1C_2C_3C_4$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$R_1R_2C_1+R_2R_3C_2+R_3R_4C_3+R_4R_5C_4$</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$R_1C_1+R_2C_2+R_3C_3+R_4C_4$</td>
</tr>
</tbody>
</table>

The behaviors of the open loop function are shown in the previous section. The fully differential Rauch low-pass filter is designed for cut-off frequency $f_0 = 100$ kHz. Various values of capacitor $C_1$ were used to change the operating region of this filter. The entire device parameters of this filter are summarized in TABLE XII. To derive the self-loop function in high-order systems, the proposed comparison measurement and the alternating current conservation methods were introduced [44]. The Bode plot of the transfer function, the Nichols plot of the self-loop function, and transient response of the fully differential 4th-order Rauch low-pass filter are shown in Fig. 35. The simulation results of the self-loop function show that

- In the over-damping region, the phase margin is 74 degrees (observed at 106 degrees),
- In the critical damping region, the phase margin is 68 degrees (observed at 112 degrees), and
- In the under-damping region, the phase margin is 59 degrees (observed at 121 degrees); and the ringing occurs in the transient response of the under-damping region.

![Fig. 34. Schematic diagram of a fully differential 4th-order Rauch LPF.](Image)

![Fig. 35. Simulation results of the 4th-order Rauch low-pass filter.](Image)
It is emphasized that the Nyquist criterion for adaptive feedback systems can be only used to verify if the transfer function of a closed-loop system and the loop gain are well defined. Numerous research papers have demonstrated that the design procedure used in feedback control theory does indeed lead to a stable design and even to robust stability in the case of uncertain plants. However, a rigorous proof for the stability test based on Nichols chart of loop gain has not been formulated. The Nichols plot of a loop gain is very complicated. In this work, the Nichols plot of the self-loop function is easier than the conventional one as shown in Fig. 35(b). The phase margin of the self-loop function indicates the operating region of a linear network. In addition, the operating region of a general transfer function can be theoretically defined based on Pascal’s triangle [45]. In the next section, the behaviors of a 4th-order Rauch complex filter will be analyzed.

VI. MODELS OF HIGH-ORDER COMPLEX FILTERS

A. Design principle for active complex filter networks

The design principle for active complex filters is reviewed in this section. The used transfer function and the image rejection ratio in the complex filters are not well defined in details. In recent years, the demand for fully integrated radio frequency transceivers in wireless communication gives rise to great attention to single chip low power transceivers [46]. Therefore, polyphase filters and complex filters are widely used in these transceivers. A complex filter is designed based on the frequency shifting of a real active low-pass filter as shown in Fig. 36. The transfer function of this complex filter is defined in (44). Here, \( \omega_r \) and \( \omega_i \) are cross and cut-off angular frequency [47].

\[
H_{LPF}(\omega) = \frac{-A}{j \frac{\omega}{\omega_r} + 1} \quad \text{and} \quad H_{CT}(\omega) = \frac{-A}{j \frac{\omega - \omega_r}{\omega_i} + 1}
\]

Fig. 36. Frequency shifting principle from a LPF into a complex filter.

B. Behaviour of the conventional 4th-order complex filter

In this section, the behaviour of a 4th-order complex filter is reviewed. Fig. 37 shows the schematic diagram of the conventional 4th-order complex filter [48]. As the input signal source are the positive polyphase signals \( S_0[V_a; V_b; V_c; V_d; V_e; V_f] = [1; (+j); (+j)^2; (+j)^3]V_0 \), after the superposition theorem is applied at each node, the current node equations at nodes \( V_a, V_b, V_c, V_d, V_e, V_f \) and \( V_{out} \) are derived in (45).
\[
V_x = \frac{1}{R_1 + \frac{1}{Z_{c_1} + \frac{1}{R_3 + \frac{1}{R_2}}}} + \frac{1}{Z_{c_1} + \frac{1}{R_3 + \frac{1}{R_2}}} \frac{1}{Z_{c_1} + \frac{1}{R_3 + \frac{1}{R_2}}}
V_x \quad (45)
\]

Then, the transfer function of this complex filter in the positive frequency domain is given in (46).

\[
H_p(\omega) = \frac{b_6}{a_0(j\omega)^3 + a_{28}(j\omega) + a_{29}(j\omega) + a_{30}j\omega + a_{31} + 1}
\]

As the input sources are negative polyphase signals \(S_0(V_1; V_2; V_3; V_4) = \{1; (-j); (-j)^{-1}; (-j)^{-2}\} V(t)\), the transfer function of the 4th-order complex filter in the negative frequency domain is given in (47).

\[
H_n(\omega) = \frac{b_6}{a_0(j\omega)^3 + a_{28}(j\omega) + a_{29}(j\omega) + a_{30}j\omega + a_{31} + 1}
\]

Hence, the image rejection ratio of this complex filter is defined in (48). The values of the constant variables of the 4th-order complex filter are given in TABLE XIV.

\[
IRR(\omega) = \frac{a_0(j\omega)^3 + a_{28}(j\omega) + a_{29}(j\omega) + a_{30}j\omega + a_{31} + 1}{a_0(j\omega)^3 + a_{28}(j\omega) + a_{29}(j\omega) + a_{30}j\omega + a_{31} + 1}
\]

TABLE XIV. DEVICE PARAMETERS OF COMPLEX FILTER.

<table>
<thead>
<tr>
<th>Element</th>
<th>Value</th>
<th>Element</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>2 kΩ</td>
<td>R2</td>
<td>1 kΩ</td>
</tr>
<tr>
<td>R2</td>
<td>7 kΩ</td>
<td>R3</td>
<td>2 kΩ</td>
</tr>
<tr>
<td>R3</td>
<td>2 kΩ</td>
<td>C2</td>
<td>52 pF</td>
</tr>
<tr>
<td>R4</td>
<td>2 kΩ</td>
<td>R4</td>
<td>1 kΩ</td>
</tr>
<tr>
<td>R5</td>
<td>7 kΩ</td>
<td>R5</td>
<td>3.5 kΩ</td>
</tr>
<tr>
<td>R6</td>
<td>2 kΩ</td>
<td>R6</td>
<td>1 kΩ</td>
</tr>
<tr>
<td>C1</td>
<td>86 pF</td>
<td>C3</td>
<td>52 pF</td>
</tr>
</tbody>
</table>

Fig. 38 shows the behaviours of the 4th-order complex filter. In the positive frequency domain, the pass-band gain is 10 dB and the image signal rejection ratio is 33 dB.

C. Design of a 4th-order Rauch complex filter

In this section, a proposed design of a 4th-order Rauch complex filter is presented. The advantages of the Rauch architecture are an easier selection of circuit components and a simpler design in complex filters [49]. Fig. 39 shows the schematic diagram of a 4th-order Rauch complex filter. As the input signal sources are the positive polyphase signals \(S_0(V_1; V_2; V_3; V_4)\), after the proposed superposition theorem is applied at each node, the current node equations at nodes \(V_v, V_b, V_c, V_d, V_e\) and \(V_{out}\) are derived in (49).

\[
V_x \left( \frac{1}{R_1 + j\omega C_1} + \frac{1}{1 + \frac{1}{R_2}} \right) = V_v + \frac{1}{R_1 + j\omega C_1} \frac{1}{1 + \frac{1}{R_2}} V_x + \frac{1}{R_1 + j\omega C_1} \frac{1}{1 + \frac{1}{R_2}} \left( \frac{1}{R_1 + \frac{1}{Z_{c_1} + \frac{1}{R_3 + \frac{1}{R_2}}} \frac{1}{Z_{c_1} + \frac{1}{R_3 + \frac{1}{R_2}}} \frac{1}{Z_{c_1} + \frac{1}{R_3 + \frac{1}{R_2}}} \frac{1}{Z_{c_1} + \frac{1}{R_3 + \frac{1}{R_2}}} \right) V_x
\]

Then, the transfer function of this complex filter in the positive frequency domain is given in (50).

\[
H_p(\omega) = \frac{b_6}{a_0(j\omega)^3 + a_{28}(j\omega) + a_{29}(j\omega) + a_{30}j\omega + a_{31} + 1}
\]

As the input sources are negative polyphase signals \(S_0(V_1; V_2; V_3; V_4)\), the transfer function of this complex filter in the negative frequency domain is given in (51).

\[
H_n(\omega) = \frac{b_6}{a_0(j\omega)^3 + a_{28}(j\omega) + a_{29}(j\omega) + a_{30}j\omega + a_{31} + 1}
\]

Hence, the image rejection ratio of this complex filter is defined in (52). The values of the constant variables of the 4th-order Rauch complex filter are given in TABLE XV.

\[
IRR(\omega) = \frac{a_0(j\omega)^3 + a_{28}(j\omega) + a_{29}(j\omega) + a_{30}j\omega + a_{31} + 1}{a_0(j\omega)^3 + a_{28}(j\omega) + a_{29}(j\omega) + a_{30}j\omega + a_{31} + 1}
\]

Fig. 39. Schematic of a 4th-order Rauch complex filter.
TABLE XV. VALUES OF GIVEN VARIABLES OF RAUCH COMPLEX FILTER.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_0$</td>
<td>$R, R, R, K$</td>
</tr>
<tr>
<td>$a_0$</td>
<td>$4R, R, R, C, R, C, C, C$</td>
</tr>
<tr>
<td>$a_{n3}$</td>
<td>$(-1)^{-1} R, R, R, C, K + R + R, R + R, R + R, R + R, R + R, R + R, R + R, R + R, R + R, R + R, R + R, R + R$</td>
</tr>
</tbody>
</table>

TABLE XVI. DEVICE PARAMETERS OF RAUCH COMPLEX FILTER.

<table>
<thead>
<tr>
<th>Element</th>
<th>Value</th>
<th>Element</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>1 kΩ</td>
<td>$R_4$</td>
<td>3 kΩ</td>
</tr>
<tr>
<td>$R_2$</td>
<td>1 kΩ</td>
<td>$C_1$</td>
<td>0.55 nF</td>
</tr>
<tr>
<td>$R_3$</td>
<td>2.8 kΩ</td>
<td>$C_2$</td>
<td>0.35 nF</td>
</tr>
<tr>
<td>$R_5$</td>
<td>2 kΩ</td>
<td>$R_6$</td>
<td>3 kΩ</td>
</tr>
<tr>
<td>$R_6$</td>
<td>1 kΩ</td>
<td>$C_3$</td>
<td>0.6 nF</td>
</tr>
<tr>
<td>$R_7$</td>
<td>4 kΩ</td>
<td>$C_4$</td>
<td>0.22 nF</td>
</tr>
</tbody>
</table>

Values of the passive components of the 4th-order Rauch complex filter are chosen as shown in TABLE XVI. Fig. 40 shows the behaviors of the Rauch complex filter in both positive and negative frequency domains. In the positive frequency domain, the pass-band gain of this complex filter is 13 dB. The image signal rejection ratio of this complex filter is 32 dB. Compare the simulation results with mathematical analysis and other research papers, the properties of transfer functions are the same [50].

VII. CONCLUSIONS

This paper has shown the analysis of complex functions in multi-source networks such as helix waves, polyphase signals, and high-order Rauch filters. The merits of Rauch filters are an easier selection of circuit components and a simpler design in fully differential forms. In complex functions, the imaginary unit $j$ represents a 90-degree phase shift. A general superposition formula is proposed to analyse the behaviours of multi-source networks. This formula is considered as a fundamental concept for the theoretical multi-source network analysis because the effects of all sources can be investigated at one time. The import of the superposition formula into the multi-source network analysis theory is relatively new with much recent progress regarding the circuit theory.

The ringing test for a fully differential 4th-order Rauch low-pass filter was performed based on the observation of the phase margin at unity gain of the self-loop function. The comparison measurement technique was used to measure the self-loop function in the transfer function of this low-pass filter. In case of under-damping, the magnitude of the transfer function is 15 dB and the phase margin is 59 degrees. Nichols chart of the self-loop function is considered as a practical tool for the stability test of electronic feedback systems. In future work, the ringing test for the parasitic components in the transmission lines, the printed circuit boards, and the physical layout layers will be done. A tool of the Nichols chart of self-loop function will be introduced.

This work also introduced a proposed design of a 4th-order Rauch complex filter. The image rejection ratio of this complex filter was also defined. The Bode plot of the Rauch complex filter was expressed in all frequency domains. The pass-band gain of this complex filter is 13 dB and the image signal rejection ratio is 32 dB. In future work, the effects of DC offsets and IQ mismatches in multi-source networks will be analyzed.
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Fig. 40. Bode plot of the 4th-order Rauch complex filter.
Filter-based Denoising Methods for AWGN corrupted images
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ABSTRACT: Visual information transfer in the form of digital images becomes a vast method of communication in the modern scenario, but the image obtained after transmission is many a times corrupted with noise. The received image requires some processing before it can be used. Image denoising includes the manipulation of the image data to produce a visually high-quality image. In this paper a review of some existing denoising algorithms, such as filtering approach; wavelet-based approach and their comparative study has been done. Different noise models including additive and multiplicative types are discussed. It includes Gaussian noise, salt and pepper noise, speckle noise and Brownian noise. Selection of the denoising algorithm is application dependent. Hence, it is necessary to have knowledge about the noise present in the image so that one can opt the appropriate denoising algorithm. The filtering approach seems to be a better choice when the image is corrupted with salt and pepper noise. Whereas, wavelet-based techniques are suited for more detailing. In this paper denoising techniques for AWGN corrupted image has been mainly focused.
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I. INTRODUCTION
A very large portion of digital image processing is dedicated to image restoration. It includes research in algorithm development and routine goal-oriented image processing. Image restoration is the removal or reduction of degradations that are incurred while the image is being obtained. Degradation comes from blurring as well as noise due to electronic and photometric sources.[12] Blurring is a form of bandwidth reduction of the image caused by the imperfect image formation process such as relative motion between the camera and the original scene or by an optical system that is out of focus. When aerial photographs are produced for remote sensing purposes, blurs are introduced by atmospheric turbulence, aberrations in the optical system and relative motion between camera and ground. In addition to these blurring effects, the recorded image is corrupted by noises too. A noise is introduced in the transmission medium due to a noisy channel, errors during the measurement process and during quantization of the data for digital storage. Each element in the imaging chain such as lenses, film, digitizer, etc. contributes to the degradation [13].

Let us now consider the representation of a digital image. A 2-dimensional digital image can be represented as a 2-dimensional array of data s(x,y), where (x,y) represent the pixel location. The pixel value corresponds to the brightness of the image at location (x,y). Some of the most frequently used image types are binary, gray-scale and color. Binary images are the simplest type of images and can take only two discrete values, black and white. Black is represented with the value „0” while white with „1”. Note that a binary image is generally created from a gray-scale image. A binary image finds applications in computer vision areas where the general shape or outline information of the image is needed. They are also referred to as 1 bit/pixel images [5]. Gray-scale images are known as monochrome or one-color images. The images used for experimentation purposes in this thesis are all gray-scale images. They contain no color information. They represent the brightness of the image. This image contains 8 bits/pixel data, which means it can have up to 256 (0-255) different brightness levels.

For representation of pixels in brightness format “0” represents black and “255” denotes white. In between values from 1 to 254 represent the different gray levels. As they contain the intensity information, they are also referred to as intensity images. Color images are considered as three band monochrome images, where each band is of a different color. Each band provides the brightness information of the corresponding spectral band [6]. Typical color images are red, green and blue images and are also referred to as RGB images. This is a 24 bits/pixel image.

The main aim of this paper is to review all the existing methodology which are used for estimation of the uncorrupted image from the distorted or noisy image, and is also referred to as image “denoising”. There are various methods to help restore an image from noisy distortions. Selecting the appropriate method plays a major role in getting the desired image. The denoising methods tend to be problem specific. For example, a method that is used to denoise satellite images may not be suitable for denoising medical images. In this paper it is proposed that a study would made on the various denoising algorithms. In case of image denoising methods, the characteristics of the degrading system and the noises are assumed to be known.

II. BASIC NOISE THEORY
Noise is defined as an unwanted signal that interferes with the communication or measurement of another signal. A noise itself is an information-bearing signal that conveys information regarding the sources of the noise and the environment in which it propagates.
There are many types and sources of noise or distortions and they include [7], thermal noise and shot noise, Acoustic noise, Electromagnetic noise Electrostatic noise, Quantization noise. Signal distortion is the term often used to describe a systematic undesirable change in a signal and refers to changes in a signal from the non-ideal characteristics of the communication channel, signal fading reverberations, echo, and multipath reflections and missing samples. Depending on its frequency, spectrum or time characteristics, a noise process is further classified into several categories:

II.I Additive and Multiplicative Noises

Noise is present in an image either in an additive or multiplicative form. An additive noise follows the rule [9]:

\[ w(x,y) = s(x,y) + n(x,y) \]

While the multiplicative noise satisfies

\[ w(x,y) = s(x,y) \times n(x,y) \]

Where \( s(x,y) \) is the original signal, \( n(x,y) \) denotes the noise introduced into the signal to produce the corrupted image \( w(x,y) \), and \( (x,y) \) represents the pixel location.

II.II Gaussian Noise

Gaussian noise is evenly distributed over the signal this means that each pixel in the noisy image is the sum of the true pixel value and a random Gaussian distributed noise value. As the name indicates, this type of noise has a Gaussian distribution, which has a bell shaped probability distribution function given by,

\[ F(g) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(g-m)^2}{2\sigma^2}\right) \]

Where \( g \) represents the gray level, \( m \) is the mean or average of the function and \( \sigma \) is the standard deviation of the noise.

II.III Salt and Pepper Noise

Salt and pepper noise is an impulse type of noise, which is also referred to as intensity spikes. This is caused generally due to errors in data transmission. It has only two possible values, \( a \) and \( b \). The probability of each is typically less than 0.1. The corrupted pixels are set alternatively to the minimum or to the maximum value, giving the image a “salt and pepper” like appearance. Unaffected pixels remain unchanged. For an 8-bit image, the typical value for pepper noise is 0 and for salt noise 255 [16]. The salt and pepper noise is generally caused by malfunctioning of pixel elements in the camera sensors, faulty memory locations, or timing errors in the digitization process. The probability density function for this type of noise is shown in Figure 2.

II.IV Speckle Noise

Speckle noise is a multiplicative noise. This type of noise occurs in almost all coherent imaging systems such as laser, acoustics and SAR (Synthetic Aperture Radar) imagery. The source of this noise is attributed to random interference between the coherent returns. Fully developed speckle noise has the characteristic of multiplicative noise. Speckle noise follows a gamma distribution and is given as:

\[ F(g) = \frac{g^{a-1}}{(a-1)!a^a} e^{-\frac{g}{a}} \]

Where variance is \( \sigma^2 \) and \( g \) is the gray level.

On an image, speckle noise (with variance 0.05) looks as shown in Figure 3

II.V Brownian Noise

Brownian noise comes under the category of fractal or 1/f noises. The mathematical model for 1/f noise is fractional Brownian motion. Fractal Brownian motion is a non-stationary stochastic process that follows a normal distribution. Brownian noise is a special case of 1/f noise. It is obtained by integrating white noise. It can be graphically represented as shown in Figure 5. On an image, Brownian noise would look like Image 6.

III. FILTER-BASED IMAGE DENOISING

A. Linear and Nonlinear Filtering Approach

Filters play a major role in the image restoration process. The basic concept behind image restoration using linear filters is digital convolution and moving window principle. Let \( w(x) \) be the input signal subjected to filtering, and \( z(x) \) be the filtered output. If the filter satisfies certain conditions such as linearity and shift invariance, then the output filter can be expressed mathematically in simple form as

\[ z(x) = \int W(t)h(x-t)dt \]

Where \( h(t) \) is called the point spread function or impulse response and is a function that completely characterizes the filter. The integral represents a convolution integral and, in short, can be expressed as:

\[ z = w * h \]

For a discrete case, the integral turns into a summation as

\[ z(i) = \sum_{-\infty}^{\infty} w(j)h(i-j) \]

B. Mean Filter

A mean filter acts on an image by smoothing it; that is, it reduces the intensity variation between adjacent pixels [3]. The mean filter is nothing but a simple sliding window spatial filter that replaces the center value in the window with the average of all the neighboring pixel values including itself. By doing this, it replaces pixels that are unrepresentative of their surroundings. It is implemented with a convolution mask, which provides a result that is a weighted sum of the values of a pixel and its neighbors. It is also called a linear filter. The mask or kernel is a square. Often a 3×3 square kernel is used:

C. LMS Adaptive Filter

An adaptive filter does a better job of denoising images compared to the averaging filter. The fundamental difference
between the mean filter and the adaptive filter lies in the fact that the weight matrix varies after each iteration in the adaptive filter while it remains constant throughout the iterations in the mean filter [15]. Compared to other adaptive filters, the Least Mean Square (LMS) adaptive filter is known for its simplicity in computation and implementation. The basic model is a linear combination of a stationary low-pass image and a non-stationary high-pass component through a weighting function. Thus, the function provides compromise between resolution of genuine features and suppression of noise [9].

D. Median Filter

A median filter belongs to the class of nonlinear filters unlike the mean filter [7]. The median filter also follows the moving window principle similar to the mean filter. A 3×3, 5×5, or 7×7 kernel of pixels is scanned over pixel matrix of the entire image. The median of the pixel values in the window is computed, and the center pixel of the window is replaced with the computed median. Median filtering is done by, first sorting all the pixel values from the surrounding neighborhood into numerical order and then replacing the pixel being considered with the middle pixel value [14]. Note that the median value must be written to a separate array or buffer so that the results are not corrupted as the process is performed.

E. External Bilateral Filter

Filters based on Gaussian functions are of particular importance because their shapes are easily specified and both the forward and inverse Fourier transforms of a Gaussian function are real Gaussian functions. Further if the frequency domain filter is narrow, the spatial domain filter will be wider which attenuates the low frequencies resulting in increased smoothing/blurring. These Gaussian filters are typical linear filters that have been widely used for image denoising. Gaussian filters assume that images have smooth spatial variations and pixels in a neighborhood have close values, by averaging the pixel values over a local neighborhood suppresses noise while preserving image features. However, this assumption fails at edges where the spatial variations are not smooth and the application of Gaussian filter blurs the edges. Bilateral filter overcomes this by filtering the image in both range and domain (space). Bilateral filtering is a local, nonlinear and non-iterative technique which considers both gray level (color) similarities and geometric closeness of the neighboring pixels.

F. Discrete Wavelet Transform Filter-banks

Wavelets are mathematical functions that analyze data according to scale or Resolution. They aid in studying a signal in different windows or at different resolutions. For instance, if the signal is viewed in a large window, gross features can be noticed, but if viewed in a small window, only small features can be noticed. Wavelets provide some advantages over Fourier transforms. For example, they do a good job in approximating signals with sharp spikes or signals having discontinuities. Wavelets can also model speech, music, video and non-stationary stochastic signals. Wavelets can be used in applications such as image compression, turbulence, human vision, radar, earthquake prediction, etc.

The term “wavelets” is used to refer to a set of Orthonormal basis functions generated by dilation and translation of scaling function φ and a mother wavelet ψ. The finite scale multi resolution representation of a discrete function can be called as a discrete wavelet transform. DWT is a fast linear operation on a data vector, whose length is an integer power of 2. This transform is invertible and orthogonal, where the inverse transform expressed as a matrix is the transpose of the transform matrix. The wavelet basis or function, unlike sine and cosines as in Fourier transform, is quite localized in space. But similar to sine and cosines, individual wavelet functions are localized in frequency.

DWT is the multi resolution description of an image. The decoding can be processed sequentially from a low resolution to the higher resolution. DWT splits the signal into high and low frequency parts [8]. The high frequency part contains information about the edge components, while the low frequency part is split again into high and low frequency parts. The high frequency components are usually used for watermarking since the human eye is less sensitive to changes in edges. In two dimensional applications, for each level of decomposition, we first perform the DWT in the vertical direction, followed by the DWT in the horizontal direction. After the first level of decomposition, there are 4 sub-bands: LL1, LH1, HL1, and HH1. For each successive level of decomposition, the LL Sub-band of the previous level is used as the input. To perform second level decomposition, the DWT is applied to LL1 band which decomposes the LL1 band into the four sub-bands LL2, LH2, HL2, and HH2. To perform third level decomposition, the DWT is applied to LL2 band which decomposes this band into the four sub-bands – LL3, LH3, HL3, HH3. This results in 10 sub-bands per component. LH1, HL1, and HH1 contain the highest frequency bands present in the image tile, while LL3 contains the lowest frequency band.

DWT is currently used in a wide variety of signal processing applications, such as in audio and video compression, removal of noise in audio, and the simulation of wireless antenna distribution [5].
Wavelets have their energy concentrated in time and are well suited for the analysis of transient, time-varying signals. Since most of the real life signals encountered are time varying in nature, the Wavelet Transform suits many applications very well. As mentioned earlier, the wavelet equation produces different wavelet families like Daubechies, Haar, Coiflets, etc [10].

IV. WAVELET THRESHOLDING

The term wavelet thresholding is explained as decomposition of the data or the image into wavelet coefficients, comparing the detail coefficients with a given threshold value, and shrinking these coefficients close to zero to take away the effect of noise in the data. The image is reconstructed from the modified coefficients. This process is also known as the inverse discrete wavelet transform. During thresholding, a wavelet coefficient is compared with a given threshold and is set to zero if its magnitude is less than the threshold; otherwise, it is retained or modified depending on the threshold rule. Thresholding distinguishes between the coefficients due to noise and the ones consisting of important signal information [4].

A noisy image is decomposed into a low frequency approximation sub-image and a series of high frequency detail sub-images at different scales and directions via transform. To estimate the noise-free coefficients in detail sub-bands, a Bayesian estimator is developed [2].

The choice of a threshold is an important point of interest. It plays a major role in the removal of noise in images because denoising most frequently produces smoothed images, reducing the sharpness of the image [11]. Care should be taken so as to preserve the edges of the denoised image. There exist various methods for wavelet thresholding, which rely on the choice of a threshold value. Some typically used methods for image noise removal include VisuShrink, SureShrink and BayesShrink. Prior to the discussion of these methods, it is necessary to know about the two general categories of thresholding. They are hard-thresholding and soft-thresholding types.

Wavelet theory has been developed rapidly in recent years, which has increasingly wide application in image denoising. It is very important to select threshold function and threshold in wavelet threshold denoising algorithm. Different selections will affect the denoising effect directly. In [1], traditional soft and hard threshold functions were further analyzed and studied, advantages of denoising performances in both soft and hard threshold functions were combined for an improved threshold function. Threshold proposed by Donoho was improved according to characteristics of wavelet decomposition layers and noise wavelet coefficient in the paper [8].

V. SIMULATION RESULTS & DISCUSSIONS

To check the performance of image denoising with filtering techniques alone, simulation has been performed for Lena test image using bilateral filters only. The performance of bilateral filtered denoised image has been compared for MSE, MAE, PSNR and SSIM image quality parameters with recent similar kind of image denoising methods. Simulation results values of PSNR & MSE for different wavelets are tabulated in Table-I.

<table>
<thead>
<tr>
<th>Noise Variance σ</th>
<th>PSNR (dB)</th>
<th>MSE</th>
<th>MAE</th>
<th>SSI</th>
<th>PSNR (dB)</th>
<th>MSE</th>
<th>MAE</th>
<th>SSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>34.1</td>
<td>25.08</td>
<td>0.842</td>
<td>34.58</td>
<td>22.6</td>
<td>38</td>
<td>0.902</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>28.1</td>
<td>100.0</td>
<td>45</td>
<td>0.607</td>
<td>32.04</td>
<td>40.6</td>
<td>53</td>
<td>0.868</td>
</tr>
<tr>
<td>15</td>
<td>24.6</td>
<td>224.2</td>
<td>67</td>
<td>0.446</td>
<td>30.64</td>
<td>56.1</td>
<td>71</td>
<td>0.841</td>
</tr>
<tr>
<td>20</td>
<td>22.1</td>
<td>398.1</td>
<td>89</td>
<td>0.340</td>
<td>29.73</td>
<td>69.1</td>
<td>82</td>
<td>0.817</td>
</tr>
<tr>
<td>25</td>
<td>20.2</td>
<td>616.6</td>
<td>111</td>
<td>0.270</td>
<td>29.05</td>
<td>80.8</td>
<td>88</td>
<td>0.792</td>
</tr>
<tr>
<td>30</td>
<td>18.7</td>
<td>877.3</td>
<td>133</td>
<td>0.220</td>
<td>28.47</td>
<td>92.3</td>
<td>92</td>
<td>0.766</td>
</tr>
</tbody>
</table>

Figure 2: Original test image ‘Lena’ used for simulation.

Figure 3: Gaussian noise corrupted test image ‘Lena’ for noise variance σ=10.
To check the effectiveness simulations results comparison has been done, which is shown in Table-II. It can be seen that the bilateral filtering approach seems to outperforms many of the existing denoising methods, in terms of denoised image PSNR.

![Figure 4: Denoised noisy image ‘Lena’ using external bilateral filtering only.](image)

<table>
<thead>
<tr>
<th>Noise Variance $\sigma$</th>
<th>Algorithm</th>
<th>$\sigma =10$</th>
<th>$\sigma =20$</th>
<th>$\sigma =30$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>This Work</td>
<td>32.04</td>
<td>29.73</td>
<td>28.47</td>
</tr>
<tr>
<td></td>
<td>Visu-shrink [12]</td>
<td>30.65</td>
<td>27.76</td>
<td>26.33</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper image denoising techniques for the AWGN corrupted has been given. This paper reviews the existing denoising algorithms, such as filtering approach; wavelet-based approach. Different noise models including additive and multiplicative types are used. They include Gaussian noise, salt and pepper noise, speckle noise and Brownian noise. The filtering approach seems to be a better choice when the image is corrupted with salt and pepper noise and to check the performance of bilateral filtering approach a simulation exercise has been performed. The wavelet-based approach finds applications in denoising images corrupted with Gaussian noise. Selection of the denoising algorithm is application dependent. Hence, it is necessary to have knowledge about the noise present in the image so as to select the appropriate denoising algorithm. In the sequel paper performance of external bilateral filtering along with wavelet domain thresholding will be checked.
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